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Abstract. In this paper, we investigate the functional quantization interpretation of
the coordinate algebra of the quantum N -space and prove the existence of a first order
⋆-differential calculus on it. The approach is based on the formalism of ⋆-product on
a commutative algebra making it into a noncommutative space. The ⋆-derivatives are
constructed. They satisfy ⋆-deformed Leibnitz rule and are contained in a bi-algebra.
The concept of ⋆-one forms is introduced as the dual notion of the ⋆-derivatives. In
this way a universal first order ⋆-differential calculus, consistent with the opposite
bi-algebra is obtained.
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1 Introduction

Differential calculus over algebras is remarkable in its numerous applications ranging
from algebraic geometry to the physical theories. The standard and somewhat old ap-
proach to the study of smooth manifolds is by studying certain conditions on the algebra
of functions on it. But, what is new is that the notion of observables which comes from
physics and the concept of state of a physical system demand physical meanings of the
elements of the function algebra. All information about classical physical systems are
encoded in the corresponding algebra of observables. The formal approach towards this
procedure is the study of differential calculus. It follows that differential calculus needed
to describe physical systems is closely related to the corresponding function algebra.
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The noncommutative version of the above theory is the geometric approach to noncom-
mutative algebras and construction of spaces which are locally presented by noncommu-
tative function algebras. This is the theory of noncommutative geometry [3] and have
been studied by both mathematician and physicists [5, 10, 13]. One approach in this
study is the quantization of space-time [1, 4, 11, 12, 14], using noncommutative geom-
etry and quantum groups. This approach plays an important role in most problems of
noncommutative field theory [5, 6, 7, 9].
After quantization of space-time, the space will no longer be set of points, however if
we can have an interpretation of the quantum space as set of its points, then appropri-
ate theories can be developed on the quantized spaces parallel to those on the classical
manifolds. In [11] it is shown that functional quantization provides useful tool for this
interpretation. This formalism represents the noncommutative structure of the commu-
tative space and provides tools for the study of noncommutative field theory. According
to [11], the functional quantization of a space is defined in the following way:
Let Ω1 and Ω2 be two sets and x0 ∈ Ω1. Assume that A is a unital C-algebra of complex
valued functions on Ω1 and A is an A-submodule of the unital A-algebra of an A-valued
functions on Ω2. Clearly, A can be considered as a C-vector space of the algebra of com-
plex valued functions on Ω1 × Ω2. Assume that A admits an internal composition law
∗ such that (A, ∗) is an associative and not necessarily commutative unital A-algebra,
with unit Ω2 → C, ω 7→ 1. The restriction of an element f ∈ A to {x0} × Ω2 will
be denoted by fx0 . Let B = {fx0 | f ∈ A} be a subalgebra of the algebra of complex
valued functions on Ω2. Under the above assumption A is called an (x0, A)-functional
quantization of B and Φ : A → B, f 7→ f(x0), the quantization map.
The framework of this paper is based on a ⋆-product as the composition law of function-
ally quantized N -space. We consider the functional quantization of the free C-algebra
generated by coordinates z1, . . . , zN . It is seen that the composition law of this quantiza-
tion comes from the quantum group symmetry of the quantum N -space of [8]. As we will
see this ⋆-product plays an important role in developing concepts of the classical differ-
ential calculus to the level of functionally quantized N -space and hence provides useful
tools for the study of its geometry. In this point of view, the first order ⋆-differential
calculus on the functionally quantized space is constructed in the following steps.
The notion of ⋆-derivatives is defined in section 2. This is the noncommutative general-
ization of the notion of q2-differentiations [8]. It is seen that these ⋆-derivatives satisfy
the ⋆-deformed Leibnitz rule.
In section 3, we enlarge the functionally quantized N -space into a bi-algebra containing
⋆-derivatives. The notion of a triple module algebra is introduced. It is shown that this
bi-algebra induces the structure of a triple module algebra on the functionally quantized
N -space.
Finally in section 4, the notion of ⋆-one forms are introduced as the dual concept of
⋆-derivatives. These are made into a module over the functionally quantized N -space.
This module structure is also enlarged, using the triple module formalism, to the level
of a bi-algebra module. In this way a universal first order ⋆-differential calculus, twisted
invariant with respect to the opposite bi-algebra is constructed.
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2 Functionally quantized N-space and ⋆-derivatives

Let C⟨z1, . . . , zN ⟩ be the free C-algebra generated by N coordinates z1, . . . , zN . This is
the associative, commutative, unital C-algebra of formal power series in z1, . . . , zN . The
quantum N -space is the quadratic algebra

CN
q =

C⟨z1, . . . , zN ⟩
R

(2.1)

where R is the ideal generated by the relations zizj − qzjzi, i < j and 0 ̸= q ∈ C,
representing the quantum group structure of the quantum N-space [8]. Functions on
this space are considered to be formal power series in z1, . . . , zN . The ideal R resembles
the quantum group symmetry of CN

q . Set ẑi = zi (modulo R), i = 1, . . . , N . Thereby in

CN
q the following relations are satisfied

ẑiẑj = qẑj ẑi, i < j (2.2)

In general for the monomials [2],

(ẑi)
mi(ẑj)

mj = qmimj (ẑj)
mj (ẑi)

mi , i < j (2.3)

(ẑ1)
l1 . . . (ẑN )lN .(ẑ1)

k1 . . . (ẑN )kN = q(−
∑N−1

i=1 ki
∑N

j=i+1 lj)(ẑ1)
l1+k1 . . . (ẑN )lN+kN (2.4)

Set q = eh and let C[[h]] be the unital commutative algebra of formal power series in h
with coefficients in C. Addition and multiplication in C[[h]] are given formally by

a+ b =
∞∑
n=0

(an + bn)h
n, ab =

∞∑
n=0

(
n∑

r=0

arbn−r)h
n (2.5)

for a =
∑∞

n=0 anh
n and b =

∑∞
n=0 bnh

n. In the h-adic topology, C⟨z1, . . . , zN ⟩
⊗̂

C[[h]]
is isomorphic to C⟨z1, . . . , zN ⟩[[h]], the algebra of formal power series in h with coeffi-
cients in C⟨z1, . . . , zN ⟩ [8]. Having this in mind, CN

q can be regarded as a C[[h]]-algebra
where the product of two functions on CN

q will be a formal power series in ẑ1, . . . , ẑN
with coefficients in C[[h]]. We can have a functional quantization interpretation of this
quantum N -space [11], i.e. the space CN with coordinate functions z1, . . . , zN has not
been changed, but instead the algebra of functions on it is functionally quantized so that
the product of functions no more remain commutative. This is done in the following
way:
Let C be C[[h]]-module of formal power series in z1, . . . , zN with values in C[[h]]. An
element of C is of the form

f = f(z) =
∑

i1,...,iN≥0

fi1,...,iN (z1)
i1 . . . (zN )iN (2.6)

with coefficients fi1,...,iN ∈ C[[h]]. Thanks to the Poincare-Birkhoff-Witt property, by
considering the normal ordering of the coordinates ẑ1, . . . , ẑN in CN

q , the dimension
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of the subspace spanned by monomials of a fixed degree in ẑ1, . . . , ẑN is the same as
the dimension of the subspace spanned by monomials in the commutative variables
z1, . . . , zN [14]. This together with (2.4) suggest a C-vector space basis for CN

q consisting
of monomials of normal ordering, given by {(ẑ1)i1 . . . (ẑN )iN |i1, . . . , iN = 0, 1, 2, . . . }.
This leads to a C[[h]]-module isomorphism W : C → CN

q , defined on the generators by

W((z1)
i1 . . . (zN )iN ) = (ẑ1)

i1 . . . (ẑN )iN (2.7)

W can be extended to a C[[h]]-algebra isomorphism by the following composition law
on C:

f ⋆ g = W−1(W(f).W(g)) (2.8)

for f, g ∈ C. The relation (2.8) makes C into an associative, noncommutative unital
C[[h]]-algebra. In fact, C is the (0, C[[h]])-functional quantization of C⟨z1, . . . , zN ⟩ to-
gether with quantization map

Φ : C −→ C⟨z1, . . . , zN ⟩∑
fi1,...,iN (z1)

i1 . . . (zN )iN →
∑

fi1,...,iN (0)(z1)
i1 . . . (zN )iN (2.9)

It is called the functionally quantized N-space and denoted by Ch⟨z⟩.
The image of f ∈ Ch⟨z⟩ in (2.6) under W is denoted by f̂ which is

f̂ = f̂(ẑ) =
∑

i1,...,iN≥0

fi1,...,iN (ẑ1)
i1 . . . (ẑN )iN (2.10)

The commutative relation between elements of Ch⟨z⟩ is given by:

Lemma 2.1. The ⋆-product satisfies the following commutation relation

f ⋆ g = q(
∑N

r=1 kN−r+1(
∑N−r

s=1 ls−
∑N

t=N−r+2 lt))g ⋆ f (2.11)

where f =
∑
fl1,...,lN (z1)

l1 . . . (zN )lN , g =
∑
gk1,...,kN (z

1)
k1 . . . (zN )

kN .

Proof. It suffices to prove the formula for the monomials. From (2.4) and (2.8)

((z1)
l1 . . . (zN )lN ) ⋆ ((z1)

k1 . . . (zN )kN ) = q(−
∑N−1

i=1

∑N
j=i+1 kilj)(z1)

l1+k1 . . . (zN )lN+kN

and likewise,

((z1)
k1 . . . (zN )kN ) ⋆ ((z1)

l1 . . . (zN )lN ) = q(−
∑N−1

i=1

∑N
j=i+1 likj)(z1)

l1+k1 . . . (zN )lN+kN

On the other hand,

−
N−1∑
i=1

ki

N∑
j=i+1

lj =

N∑
i=1

ki(

i−1∑
j=1

lj −
N∑

j=i+1

lj)−
N∑
i=2

ki

i−1∑
j=1

lj =

N∑
i=1

ki(

i−1∑
j=1

lj −
N∑

j=i+1

lj)−

N−1∑
i=1

li

N∑
j=i+1

kj =

N∑
r=1

kN−r+1(

N−r∑
j=1

lj −
N∑

j=N−r+2

lj)−
N−1∑
i=1

li

N∑
j=i+1

kj

This completes the proof.
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The left multiplication Zi of functions by coordinates and the scaling operators
U i
a, U

i,j
a for i, j = 1, . . . , N , are defined by

(Zif)(z) = zif(z), f ∈ Ch⟨z⟩ (2.12)

(U i
af)(z) = f(qazi) (2.13)

(U i,j
a f)(z) = U i

a . . . U
j
af(z), i < j (2.14)

For i ≥ j and k < 1, U i,j
a and Uk

a are defined to be the identity operators.
The notions of q-calculus and q-differentiations on noncommutative spaces are introduced
in [8]. We rewrite them on Ch⟨z⟩. For a ∈ Z, the q-differentiation operator Di

qa is given
by

Di
qaf(z) = W−1(Di

qa f̂(ẑ)) = W−1(
f̂(ẑ)− f̂(qaẑi)

(1− qa)ẑi
) =

f(z)− f(qazi)

(1− qa)zi
(2.15)

for f ∈ Ch⟨z⟩, f̂ = W(f) and f̂(qaẑi) = f̂(ẑ1, . . . , ẑi−1, q
aẑi, ẑi+1, . . . , ẑN ). In the last

equality we applied (2.7) and (2.10). In the limit case q → 1, Di
qa tends to the usual

partial derivative ∂i with respect to the i-th coordinate. For any integer l, let

[[l]]qa =
1− qal

1− qa
. (2.16)

Clearly, Di
qa(ẑi)

n = [[n]]qa(ẑi)
n−1.

Lemma 2.2. The q-differentiations, the left multiplications and the scaling operators
satisfy the following equations

(i) U i
a(f ⋆ g) = U i

af ⋆ U
i
ag, U i,j

a (f ⋆ g) = (U i,j
a f) ⋆ (U i,j

a g) (2.17)

(ii) Di
qaZi − ZiD

i
qa = U i

a (2.18)

(iii) U i
bD

i
qa = q−aDi

qaU
i
b , U j

bD
i
qa = Di

qaU
j
b , i ̸= j (2.19)

(iv) U i
aZi = qaZiU

i
a, U i

aZj = ZjU
i
a, i ̸= j (2.20)

(v) Di
qaD

j
qb

= q−1Dj
qb
Di

qa , i < j (2.21)

Proof. (i) is easily verified by using the definition (2.8) together with (2.13) and (2.14).
For (ii) from (2.12) though (2.15) we have

(Di
qaZi − ZiD

i
qa)(f(z)) = (1− qa)−1(zi)

−1((Zif)(z)− (Zif)(q
azi)− Zi(f(z)− f(qazi))) =

(1− qa)−1(f(z)− qaf(qazi)− f(z) + f(qazi)) = (1− qa)−1(1− qa)f(qazi) = f(qazi) = (U i
af)(z).

To prove (iii) from (2.13) and (2.15),

(U i
bD

i
qaf)(z) = (Di

qaf)(q
bzi) = (1− qa)−1(qazi)

−1(f(qbzi)− f(qa+bzi)) =

q−a(1− qa)−1(zi)
−1((U i

bf)(z)− (U i
bf)(q

azi)) = q−a(Di
qaU

i
bf)(z).
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The second assertion in (iii) is obvious. Also

(U i
aZif)(z) = (Zif)(q

azi) = qazif(q
azi) = qazi(U

i
af)(z) = qa(ZiU

i
af)(z).

This proves the first assertion in (iv). Similarly, the second part is satisfied. For (v)
from (2.15) we can write

Di
qa(D

j
qb
f(z)) = Di

qa((1− qb)−1(zj)
−1(f(z)− f(qbzj))) = (1− qb)−1(Di

qa((zj)
−1f(z))−

Di
qa((zj)

−1f(qbzj))) = (1− qb)−1(1− qa)−1(zi)
−1(((zj)

−1f(z)− (zj)
−1f(qazi))− ((zj)

−1f(qbzj)−
(zj)

−1f(qazi, q
bzj))) = (1− qa)−1(1− qb)−1(zjzi)

−1(f(z)− f(qazi)− f(qbzj) + f(qazi, q
bzj)) =

(1− qa)−1(1− qb)−1q−1(zj)
−1(zi)

−1(f(z)− f(qazi)− f(qbzj) + f(qazi, q
bzj)) =

q−1Dj
qb
((1− qa)−1(zi)

−1(f(z)− f(qazi))) = q−1Dj
qb
(Di

qaf(z)).

A first order differential calculus on the quantum N-space CN
q is given in [8] by

∂̂i∂̂j = q−1∂̂j ∂̂i, i < j

∂̂iẑj = qẑj ∂̂i, i ̸= j

∂̂iẑi − q2ẑi∂̂i = 1 + (q2 − 1)
∑
j>i

ẑj ∂̂j (2.22)

ẑidẑi = q2dẑiẑi

ẑidẑj = qdẑj ẑi + (q2 − 1)dẑiẑj , i < j

ẑjdẑi = qdẑiẑj , i < j (2.23)

From the above relations, the action of ∂̂i on the powers of coordinates is

∂̂i(ẑj)
lj = qlj (ẑj)

lj ∂̂i, i ̸= j

∂̂i(ẑi)
li = [[li]]q2(ẑi)

li−1 + q2li(ẑi)
li ∂̂i + (q2 − 1)[[li]]q2(ẑi)

li−1
∑
j>i

(ẑj)∂̂j (2.24)

Definition 2.3. The q-partial derivative operators ∂i, i = 1, . . . N on Ch⟨z⟩ are defined
by

∂if = W−1(∂̂if̂), f ∈ Ch⟨z⟩ (2.25)

Remark 2.4. [2] Direct calculation and induction applied to (2.24) lead to the fol-
lowing Leibnitz rule for the monomials

∂i(z1)
l1 . . . (zN )lN = q(

∑i−1
k=1lk+

∑N
k=i+12lk)Di

q2(z1)
l1 . . . (zN )lN + q(li+

∑i−1
k=1lk)(z1)

l1 . . . (zN )lN∂i

+q
∑i−1

k=1lk(q2 − 1)Di
q2

N−i−1∑
j=0

q(
∑j−1

k=0lN−k)zN−j .[(z1)
l1 . . . (zN )lN∂N−j

+(q2 − 1)

j∑
r=0

q(
∑j−r−1

s=0 lN−r−s)zN−rD
N−j
q2

(z1)
l1 . . . (zN )lN∂N−r]. (2.26)
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So for f ∈ Ch⟨z⟩,

∂if = Di
q2U

1,i−1
1 U i+1,N

2 f + U1,i−1
1 U i+1,N

1 U i
2f∂i + (q2 − 1)Di

q2U
1,i−1
1

N−i−1∑
j=0

zN−j .

[UN−j+1,N
1 f∂N−j + (q2 − 1)DN−j

q2

j∑
r=0

zN−rU
N−j+1,N
1 UN−j+1,N−r

1 f∂N−r]. (2.27)

The problem with the operators ∂i is that they are not consistent with the ⋆-product,
in the sense that with respect to the ⋆-product, the Leibniz rule is not satisfied. As we
will see the first summand in (2.27) is consistent with ⋆-product.

Definition 2.5. For i = 1, . . . , N , the ⋆-derivative operators ∂⋆i on Ch⟨z⟩ are defined by

∂⋆i ◃ f = Di
q2U

1,i−1
1 U i+1,N

2 f, (2.28)

In the special case where f = zj it is seen that ∂⋆i ◃ zj = δij1. This is the same
covariant first order differential calculus over a quantum space with respect to the Hopf
algebra Glq(N) [2, 8].

Proposition 2.6. The ⋆-derivatives ∂⋆i satisfy the ⋆-deformed Leibnitz rule, i.e. for
f, g ∈ Ch⟨z⟩

∂⋆i ◃ (f ⋆ g) = (∂⋆i ◃ f) ⋆ (U
i+1,N
2 g) + (U1,i−1

1 U i+1,N
1 U i

2f) ⋆ (∂
⋆
i ◃ g) (2.29)

Proof. It suffices to prove the relation for the monomials f = (z1)
l1 . . . (zN )lN and g =

(z1)
k1 . . . (zN )kN . From the definition (2.28) by using (2.17) and the pull back of (2.4)

under W,

∂⋆i ◃ ((z1)
l1 . . . (zN )lN ⋆ (z1)

k1 . . . (zN )kN ) = Di
q2U

1,i−1
1 U i+1,N

2 (q(−
∑N−1

r=1 kr
∑N

s=r+1 ls)

(z1)
l1+k1 . . . (zN )lN+kN ) = q(−

∑N−1
r=1 kr

∑N
s=r+1 ls)U1,i−1

1 U i+1,N
2 Di

q2((z1)
l1+k1 . . . (zN )lN+kN )

= q(−
∑N−1

r=1

∑N
s=r+1 krls)U1,i−1

1 U i+1,N
2 [[li + ki]]q2(z1)

l1+k1 . . . (zi)
li+ki−1 . . . (zN )lN+kN(2.30)

It is easy to see that [[li + ki]]q2 = 1 + q2 + · · · + q2(li+ki−1) = [[li]]q2 + q2li [[ki]]q2 . Set

l
′
j = lj , k

′
j = kj for j ̸= i and l

′
i = li − 1, k

′
i = ki − 1 for i > 1. Then the identity (2.30)

is equal to

q(−
∑N−1

r=1 kr
∑N

s=r+1 ls)U1,i−1
1 U i+1,N

2 {[[li]]q2q(
∑N−1

r=1 kr
∑N

s=r+1 l
′
s)((z1)

l1 . . . (zi)
li−1 . . . (zN )lN ) ⋆

((z1)
k1 . . . (zN )kN ) + q2li [[ki]]q2q

(
∑N−1

r=1 k
′
r

∑N
s=r+1 ls)((z1)

l1 . . . (zN )lN ) ⋆ ((z1)
k1 . . . (zi)

ki−1 . . .

(zN )kN )} = U1,i−1
1 U i+1,N

2 {Di
q2((z1)

l1 . . . (zN )lN ) ⋆ q(−
∑i−1

t=1 kt)((z1)
k1 . . . (zN )kN ) + q(−

∑N
t=i+1 lt).

q2li((z1)
l1 . . . (zN )lN ) ⋆ Di

q2((z1)
k1 . . . (zN )kN )} = (∂⋆i ◃ ((z1)

l1 . . . (zN )lN )) ⋆ U1,i−1
1 U i+1,N

2

(U1,i−1
1 )−1((z1)

k1 . . . (zN )kN ) + U1,i−1
1 U i+1,N

2 (U i+1,N
1 )−1U i

2((z1)
l1 . . . (zN )lN ) ⋆ (∂⋆i ◃ ((z1)

k1

. . . (zN )kN )) = (∂⋆i ◃ ((z1)
l1 . . . (zN )lN )) ⋆ U i+1,N

2 ((z1)
k1 . . . (zN )kN ) + U1,i−1

1 U i+1,N
1 U i

2((z1)
l1

. . . (zN )lN ) ⋆ ∂⋆i ◃ ((z1)
k1 . . . (zN )kN ),

where in the last equality, we used the fact that U i+1,N
2 (U i+1,N

1 )−1 = U i+1,N
1 .
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3 The formalism of triple module structure

In this section the quantized space Ch⟨z⟩ is enlarged into a bi-algebra. The bi-algebra
equips Ch⟨z⟩ with a triple module structure, encoding its geometry. This will be shown
in the next section. There we will see that the structure of ⋆-differential calculus on
Ch⟨z⟩ is based on its triple module algebra. We start with the construction of the bi-
algebra. Proposition (2.6) shows that the ⋆-derivatives are defined by their actions on
functions. With the help of the ⋆-product of functions, we can define the ⋆-product
between ⋆-derivatives, functions and scaling operators.

Definition 3.1. The ⋆-product between ⋆-derivatives ∂⋆i , the scaling operators U i
a and

functions of Ch⟨z⟩ are defined by

(∂⋆i ⋆ f) ◃ g = ∂⋆i ◃ (f ⋆ g) (3.1)

(f ⋆ ∂⋆i ) ◃ g = f ⋆ (∂⋆i ◃ g) (3.2)

(U i
a ⋆ ∂

⋆
i ) ◃ f = U i

a(∂
⋆
i ◃ f), (∂⋆i ⋆ U

i
a) ◃ f = ∂⋆i ◃ (U

i
af) (3.3)

(U i
a ⋆ U

j
b ) ◃ f = U i

aU
j
b f, (U i,j

a ⋆ Uk,l
b ) ◃ f = (U i,j

a Uk,l
b )f (3.4)

(∂⋆i ⋆ ∂
⋆
j ) ◃ f = ∂⋆i ◃ (∂

⋆
j ◃ f) (3.5)

(f ⋆ U i
a) ◃ g = f ⋆ U i

ag, (f ⋆ U i,j
a ) ◃ g = f ⋆ U i,j

a g (3.6)

(U i
a ⋆ f) ◃ g = U i

a(f ⋆ g), (U i,j
a ⋆ f) ◃ g = U i,j

a (f ⋆ g) (3.7)

Remark 3.2. From the ⋆-deformed Leibnitz rule (2.29), the equation (3.1) can be
written as

∂⋆i ⋆ f = (∂⋆i ◃ f) ⋆ U
i+1,N
2 + (U1,i−1

1 U i+1,N
1 U i

2f) ⋆ ∂
⋆
i (3.8)

Obviously, for f = zj
∂⋆i ⋆ zj = qzj ⋆ ∂

⋆
i , j ̸= i (3.9)

and for f = zi,
∂⋆i ⋆ zi − q2zi ⋆ ∂

⋆
i = U i+1,N

2 (3.10)

From (3.6) and (3.7) we have

U i
a ⋆ zi = qazi ⋆ U

i
a, U i

a ⋆ zj = zj ⋆ U
i
a, j ̸= i (3.11)

Relation (3.3) together with (2.19) give rise to the commutation rule between the scaling
operators U i

a’s and the ⋆-derivatives

U i
a ⋆ ∂

⋆
i = q−a∂⋆i ⋆ U

i
a (3.12)

Relation (3.4) shows that the scaling operators U i
a commute with each other

U i
a ⋆ U

j
b = U j

b ⋆ U
i
a (3.13)

Relation (3.5) together with (2.21) lead to the commutativity relation for ⋆-derivatives

∂⋆i ⋆ ∂
⋆
j = q−1∂⋆j ⋆ ∂

⋆
i , i < j (3.14)
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Equation (3.8) defines a ⋆-commutator between ⋆-derivatives and functions as oper-
ators:

Definition 3.3. For f ∈ Ch⟨z⟩, the ⋆-commutator is defined by

[∂⋆i
⋆, f ] = ∂⋆i ⋆ f − (U1,i−1

1 U i+1,N
1 U i

2f) ⋆ ∂
⋆
i (3.15)

From (3.9) and (3.10) it is seen that for f = zj , j ̸= i,

[∂⋆i
⋆, zj ] = ∂⋆i ⋆ zj − qzj ⋆ ∂

⋆
i = 0 (3.16)

and for f = zi,
[∂⋆i

⋆, zi] = U i+1,N
2 (3.17)

Proposition 3.4. Let (H, ⋆) be the C[[h]]-algebra with generators 1, the ⋆-derivatives
∂⋆i ’s, scaling operators U i

a’s, their inverse (U
i
a)

−1 = U i
−a and functions on Ch⟨z⟩, with the

⋆-product structure of (3.1) though (3.7). Let ∆ : H → H ⊗H, ε : H → C be defined
on the generators by

∆(1) = 1⊗ 1, ∆(∂⋆ρ) = ∂⋆ρ ⊗ Uρ+1,N
2 + U1,ρ−1

1 Uρ+1,N
1 Uρ

2 ⊗ ∂⋆ρ ,

∆((Uρ
a )

±1) = (Uρ
a )

±1 ⊗ (Uρ
a )

±1, ∆(zρ) = zρ ⊗ 1+ 1⊗ zρ. (3.18)

ε(1) = ε(∂⋆ρ) = ε(zρ) = 0, ε((Uρ
a )

±1) = 1. (3.19)

Then (H, ⋆, η,∆, ε) is a bi-algebra, with η : C → H the unit map η(1) = 1.

Proof. We extend the coproduct ∆ (counit ε) on the ⋆-product of generators to be
the ⋆-product of their coproducts (counits) using the following ⋆-product convention on
H⊗H,

(F1 ⊗G1) ⋆ (F2 ⊗G2) = (F1 ⋆ F2)⊗ (G1 ⋆ G2)

where Fi, Gi ∈ H are generators. This makes ∆ , ε are algebra homomorphisms. It
is seen that they are both consistent with the ⋆-product, i.e. with the commutation
relations (3.12) though (3.14). For µ < ν,

∆(∂⋆µ ⋆ ∂
⋆
ν) = ∆(∂⋆µ) ⋆∆(∂⋆ν) = (∂(3.6)

⋆ ⊗ Uµ+1,N
2 + U1,µ−1

1 Uµ+1,N
1 Uµ

2 ⊗ ∂⋆µ) ⋆ (∂
⋆
ν ⊗ Uν+1,N

2 +

U1,ν−1
1 Uν+1,N

1 Uν
2 ⊗ ∂⋆ν) = ∂⋆µ ⋆ ∂

⋆
ν ⊗ Uµ+1,N

2 Uν+1,N
2 + U1,µ−1

1 Uµ+1,N
1 Uµ

2 U
1,ν−1
1 Uν+1,N

1 Uν
2

⊗∂⋆µ ⋆ ∂⋆ν .

On the other hand,

∆(q−1∂⋆ν ⋆ ∂
⋆
µ) = q−1∆(∂⋆ν) ⋆∆(∂⋆µ) = q−1(∂⋆ν ⊗ Uν+1,N

2 + U1,ν−1
1 Uν+1,N

1 Uν
2 ⊗ ∂⋆ν) ⋆

(∂⋆µ ⊗ Uµ+1,N
2 + U1,µ−1

1 Uµ+1,N
1 Uµ

2 ⊗ ∂⋆µ) = q−1(∂⋆ν ⋆ ∂
⋆
µ ⊗ Uν+1,N

2 Uµ+1,N
2 + U1,ν−1

1 Uν+1,N
1

Uν
2U

1,µ−1
1 Uµ+1,N

1 Uµ
2 ⊗ ∂⋆ν ⋆ ∂

⋆
µ).

So we see the equality

∆(∂⋆µ ⋆ ∂
⋆
ν) = ∆(∂⋆µ) ⋆∆(∂⋆ν) = q−1∆(∂⋆ν) ⋆∆(∂⋆µ).
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In the same way from (3.12) and (3.13)

∆(Uρ
a ⋆ ∂

⋆
ρ) = ∆(Uρ

a ) ⋆∆(∂⋆ρ) = (Uρ
a ⊗ Uρ

a ) ⋆ (∂
⋆
ρ ⊗ Uρ+1,N

2 + U1,ρ−1
1 Uρ+1,N

1 Uρ
2 ⊗ ∂⋆ρ) =

Uρ
a ⋆ ∂

⋆
ρ ⊗ Uρ

aU
ρ+1,N
2 + Uρ

aU
1,ρ−1
1 Uρ+1,N

1 Uρ
2 ⊗ Uρ

a ⋆ ∂
⋆
ρ .

Which is equal to

q−a∆(∂⋆ρ ⋆ U
ρ
a ) = q−a∆(∂⋆ρ) ⋆∆(Uρ

a ) = q−a(∂⋆ρ ⊗ Uρ+1,N
2 + U1,ρ−1

1 Uρ+1,N
1 Uρ

2 ⊗ ∂⋆ρ) ⋆

(Uρ
a ⊗ Uρ

a ) = q−a∂⋆ρ ⋆ U
ρ
a ⊗ Uρ

aU
ρ+1,N
a + Uρ

aU
1,ρ−1
1 Uρ+1,N

1 Uρ
2 ⊗ q−a∂⋆ρ ⋆ U

ρ
a .

Finally, from (3.13)

∆(Uρ
a ⋆ U

µ
b ) = ∆(Uρ

a ) ⋆∆(Uµ
b ) = (Uρ

a ⊗ Uρ
a ) ⋆ (U

µ
b ⊗ Uµ

b ) = Uρ
a ⋆ U

µ
b ⊗ Uρ

a ⋆ U
µ
b =

Uµ
b ⋆ U

ρ
a ⊗ Uµ

b ⋆ U
ρ
a = ∆(Uµ

b ⋆ U
ρ
a ) = ∆(Uµ

b ) ⋆∆(Uρ
a ).

We can also see that for f ∈ Ch⟨z⟩,

∆(f) = f ⊗ 1 + 1⊗ f, ε(f) = 0. (3.20)

And so

∆(f ⋆ g) = ∆(f) ⋆∆(g) = (f ⊗ 1+ 1⊗ f) ⋆ (g ⊗ 1+ 1⊗ g) = (f ⋆ g)⊗ (1 ⋆ 1) + (1 ⋆ 1)⊗
(f ⋆ g) = (f ⋆ g)⊗ 1+ 1⊗ (f ⋆ g),

where 1 ⋆ 1 is equal to 1. Moreover,

∆(f ⋆ ∂⋆ρ) = ∆(f) ⋆∆(∂⋆ρ) = (f ⊗ 1 + 1⊗ f) ⋆ (∂⋆ρ ⊗ Uρ+1,N
2 + U1,ρ−1

1 Uρ+1,N
1 Uρ

2 ⊗ ∂⋆ρ) =

f ⋆ ∂⋆ρ ⊗ Uρ+1,N
2 + U1,ρ−1

1 Uρ+1,N
1 Uρ

2 ⊗ f ⋆ ∂⋆ρ .

And we have

∆(f ⋆ Uρ
a ) = ∆(f) ⋆∆(Uρ

a ) = (f ⊗ 1 + 1⊗ f) ⋆ (Uρ
a ⊗ Uρ

a ) = f ⋆ Uρ
a ⊗ Uρ

a + Uρ
a ⊗ f ⋆ Uρ

a .

∆(∂⋆ρ ⋆ f) and ∆(Uρ
a ⋆ f) are calculated in the same way. To show the coassociativity of

∆, we apply (∆⊗ id) ◦∆ to the generators

((∆⊗ id) ◦∆)(∂⋆ρ) = (∆⊗ id)(∂⋆ρ ⊗ Uρ+1,N
2 + U1,ρ−1

1 Uρ+1,N
1 Uρ

2 ⊗ ∂⋆ρ) =

(∂⋆ρ ⊗ Uρ+1,N
2 + U1,ρ−1

1 Uρ+1,N
1 Uρ

2 ⊗ ∂⋆ρ)⊗ Uρ+1,N
2 + U1,ρ−1

1 Uρ+1,N
1 Uρ

2 ⊗ U1,ρ−1
1 Uρ+1,N

1 Uρ
2

⊗∂⋆ρ = ∂⋆ρ ⊗ Uρ+1,N
2 ⊗ Uρ+1,N

2 + U1,ρ−1
1 Uρ+1,N

1 Uρ
2 ⊗ (∂⋆ρ ⊗ Uρ+1,N

2 + U1,ρ−1
1 Uρ+1,N

1 Uρ
2 ⊗

∂⋆ρ) = (id⊗∆)(∂⋆ρ ⊗ Uρ+1,N
2 + U1,ρ−1

1 Uρ+1,N
1 Uρ

2 ⊗ ∂⋆ρ) = ((id⊗∆) ◦∆)(∂⋆ρ).

The same is true for the grouplike elements (Uρ
a )±1 and the primitive elements f . Also

for the counit ε

((ε⊗ id) ◦∆)(∂⋆ρ) = (ε⊗ id)(∂⋆ρ ⊗ Uρ+1,N
2 + U1,ρ−1

1 Uρ+1,N
1 Uρ

2 ⊗ ∂⋆ρ) = ε(∂⋆ρ)U
ρ+1,N
2 +

ε(U1,ρ−1
1 )ε(Uρ+1,N

1 )ε(Uρ
2 )∂

⋆
ρ = ∂⋆ρ .

It is seen that (id⊗ ε) ◦∆ gives the same result. For other generators it is easily seen to
be true as well.
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Definition 3.5. Let H be a bi-algebra and H1, H2 its sub bi-algebras. A left triple
(H1,H2,H)-module algebra is a unital C-algebra M such that

• M is a left module algebra with respect to H1, i.e. there exists a C-linear map
α : H1

⊗
M →M such that α(a1⊗α(b1⊗m)) = α(a1.b1⊗m), a1, b1 ∈ H1, m ∈M

and α(1⊗m) = m.

• M is a left module bi-algebra with respect to H2 in the sense that there exists
a C-linear map β : H2

⊗
M → M such that β(a2 ⊗ β(b2 ⊗ m)) = β(a2.b2 ⊗

m), a2, b2 ∈ H2, m ∈M, β(1⊗m) = m, β(h⊗a.b) =
∑
β(h(1)⊗a)β(h(2)⊗b) and

β(h⊗1) = ε(h)1 where we write the Sweedler notation for ∆, ∆(h) =
∑
h(1)⊗h(2).

Proposition 3.6. Let K be the sub bi-algebra of H generated by {1, ∂⋆i , (U i
a)

±1, i =
1, . . . , N}. Then Ch⟨z⟩ is a left triple (Ch⟨z⟩,K,H)-module algebra.

Proof. It follows from proposition (3.4) and relation (3.20) that Ch⟨z⟩ is a sub bi-algebra
of H. Let the C[[h]]-linear map ◃1 : Ch⟨z⟩ ⊗ Ch⟨z⟩ → Ch⟨z⟩ be defined by

◃1(f ⊗ g) = f ⋆ g, f, g ∈ Ch⟨z⟩ (3.21)

Obviously,

◃1 ◦ (idCh⟨z⟩ ⊗ ◃1) = ◃1 ◦ (⋆⊗ idCh⟨z⟩).

and ◃1(1⊗ f) = 1 ⋆ f = f . This makes Ch⟨z⟩ into a left module algebra.
Define the C[[h]]-linear map ◃2 : K ⊗ Ch⟨z⟩ → Ch⟨z⟩ by

◃2(F ⊗ f) = F ◃2 f (3.22)

for F ∈ K, f ∈ Ch⟨z⟩ where for F = ∂⋆i , ∂
⋆
i ◃2 f = ∂⋆i ◃f and for F = U i

a, U
i
a ◃2 f = U i

af .
Relations (3.3) through (3.5) show that

◃2 ◦ (idK ⊗ ◃2) = ◃2 ◦ (⋆⊗ idCh⟨z⟩).

Relations (2.17) and (2.29) can be rewritten as

∂⋆ρ ◃ (f ⋆ g) = ⋆ ◦ (∆(∂⋆ρ) ◃ f ⊗ g) = ⋆ ◦ ((∂⋆ρ ◃ f)⊗ (Uρ+1,N
2 g) + (U1,ρ−1

1 Uρ+1,N
1 Uρ

2 f)⊗ (∂⋆ρ ◃ g))

= (∂⋆ρ ◃ f) ⋆ (U
ρ+1,N
2 g) + (U1,ρ−1

1 Uρ+1,N
1 Uρ

2 f) ⋆ (∂
⋆
ρ ◃ g).

(Uρ
a )

±1 ◃ (f ⋆ g) = ⋆ ◦ (∆((Uρ
a )

±1) ◃ f ⊗ g) = ⋆ ◦ ((Uρ
a )

±1f ⊗ (Uρ
a )

±1g) = (Uρ
a )

±1f ⋆ (Uρ
a )

±1g

= (Uρ
a )

±1(f ⋆ g).

Consequently,

◃2(F ⊗ f ⋆ g) =
∑

◃2(F(1) ⊗ f) ⋆ ◃2(F(2) ⊗ g), ◃2(1⊗ f) = f,

where ∆(F ) = F(1) ⊗ F(2). Also

◃2(∂
⋆
ρ ⊗ 1) = ∂⋆ρ ◃2 1 = 0 = ε(∂⋆ρ)1

◃2((U
ρ
a )

±1 ⊗ 1) = (Uρ
a )

±1 ◃2 1 = 1 = ε((Uρ
a )

±1)1.

This shows that Ch⟨z⟩ is a left module bi-algebra with respect to K.
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4 Twisted invariant structure and universal first order
⋆-differential calculus

So far the triple module structure of Ch⟨z⟩ is established. Now we are equipped enough
to study its geometry. In this section the notion of ⋆-one forms are introduced as the
dual concept of ⋆-derivatives. Following this, the ⋆-differential calculus is constructed.
The triple module formalism on Ch⟨z⟩ induces an H-module structure on the space of
⋆-one forms which is invariant with respect to the opposite bi-algebra, so called twisted
invariant. The universality property of the ⋆-differential calculus is a consequence of
these structures.

Definition 4.1. LetDerh⟨z⟩ be the C[[h]]-vector space generated by {∂⋆i , i = 1, . . . , N}.
A C[[h]]-linear map α : Derh⟨z⟩ → Ch⟨z⟩ is called a ⋆-one form on Ch⟨z⟩. The set of all
⋆-one forms is denoted by Ω1

h⟨z⟩.

Ω1
h⟨z⟩ can be made into a right Ch⟨z⟩-module by the following action

(αf)(D) = αD ⋆ f, (4.1)

for f ∈ Ch⟨z⟩ and α ∈ Ω1
h⟨z⟩, D ∈ Derh⟨z⟩.

Definition 4.2. For i = 1, . . . , N , let d⋆zi : Derh⟨z⟩ → Ch⟨z⟩ be defined on generators
by

d⋆zi(∂
⋆
j ) = ∂⋆j ◃ zi = δij1. (4.2)

So d⋆zi ∈ Ω1
h⟨z⟩. It induces a C[[h]]-linear map d⋆ : Ch⟨z⟩ → Ω1

h⟨z⟩ defined by
d⋆(1) = 0, d⋆(zi) = d⋆zi and for f ∈ Ch⟨z⟩,

d⋆(f)(∂
⋆
j ) = ∂⋆j ◃ f (4.3)

Obviously, d⋆(f) = d⋆f ∈ Ω1
h⟨z⟩.

Lemma 4.3. For f ∈ Ch⟨z⟩, we have

d⋆f =
∑
i

(d⋆zi)(∂
⋆
i ◃ f) (4.4)

Proof. Since both sides are C[[h]]-linear maps, it suffices to check the equality for the
basis elements ∂⋆i . From the second equality in (4.1) we have

(
∑
i

(d⋆zi)(∂
⋆
i ◃ f))(∂

⋆
j ) =

∑
i

(d⋆zi)(∂
⋆
j ) ⋆ (∂

⋆
i ◃ f) = ∂⋆j ◃ f = d⋆f(∂

⋆
j ).

Proposition 4.4. The map d⋆ satisfies the ⋆-deformed Leibnitz rule (2.29) in the sense
that it satisfies the following relations

d⋆(f ⋆ g)(∂
⋆
i ) = d⋆f(∂

⋆
i ) ⋆ U

i+1,N
2 g + U1,i−1

1 U i+1,N
1 U i

2f ⋆ d⋆g(∂
⋆
i ) (4.5)

It is called the ⋆-differential map on Ch⟨z⟩.
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Proof. The proof is by direct calculation applying relations (4.3), (2.29) and the asso-
ciativity property of ⋆-product.

Remark 4.5. Any α ∈ Ω1
h⟨z⟩ can be written as α =

∑
i(d⋆zi)αi where αi = α(∂⋆i ). This

is true since on the basis elements ∂⋆j we have

(
∑
i

(d⋆zi)αi)(∂
⋆
j ) =

∑
i

(d⋆zi)(∂
⋆
j )αi = αj = α(∂⋆j )

where in the first equality we used (4.1) and in the last equality we used the fact that α
is C[[h]]-linear.

Definition 4.6. The pair (Ω1
h⟨z⟩, d⋆) together with properties of definition (4.3), propo-

sition (4.4) and remark (4.5) is called the first order ⋆-differential calculus on Ch⟨z⟩.

In what follows we see that there exists a left action of the opposite bi-algebra of H
on Ω1

h⟨z⟩ which is compatible with the ⋆-differential map d⋆.
Let φ : H

⊗
Ω1
h⟨z⟩ → Ω1

h⟨z⟩ be defined by

φ(h, (d⋆zi)αi) = (d⋆zi)(h ◃1,2 αi) (4.6)

for h ∈ H, d⋆zi ∈ Ω1
h⟨z⟩, αi ∈ Ch⟨z⟩ in the notation of the remark (4.5) where ◃1,2 = ◃1,

if h ∈ Ch⟨z⟩ otherwise, ◃1,2 = ◃2. Extend it C[[h]]-linearly to the whole of H
⊗

Ω1
h⟨z⟩.

Lemma 4.7. The map φ satisfies the following equality

φ(h1 ⋆ h2,
∑
i

(d⋆zi)αi) = φ(h1, φ(h2,
∑
i

(d⋆zi)αi)) (4.7)

for h1, h2 ∈ H,
∑

i(d⋆zi)αi ∈ Ω1
h⟨z⟩.

Proof. From the associativity of the ⋆-product for ◃ = ◃1 and relations (3.1) though
(3.7) for ◃ = ◃2,

φ(h1 ⋆ h2, (d⋆zi)αi) = (d⋆zi)((h1 ⋆ h2) ◃ αi) = (d⋆zi)(h1 ◃ (h2 ◃ αi)) = φ(h1, (d⋆zi)(h2 ◃ αi)) =

φ(h1, φ(h2, (d⋆zi)αi))

Let (H̃, ⋆ ◦ τ, η,∆, ε) be the opposite bi-algebra of (H, ⋆, η,∆, ε), i.e. only the ⋆-
product of H is changed into ⋆ ◦ τ where τ : H

⊗
H → H

⊗
H, h1 ⊗ h2 7→ h2 ⊗ h1

is twist operator. Let φ̃ : H̃
⊗

Ω1
h⟨z⟩ → Ω1

h⟨z⟩ be defined as in (4.6). Obviously for
h1, h2 ∈ H, α ∈ Ω1

h⟨z⟩,

φ̃(h1 ⋆ h2, α) = φ̃(h2, φ̃(h1, α)) = φ(h2, φ(h1, α)) = φ(h2 ⋆ h1, α) (4.8)

So φ̃ defines a left action of H̃ on Ω1
h⟨z⟩.
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Proposition 4.8. In the above notations and conventions, the compatibility of the left
action φ̃ and the ⋆-differential map d⋆ is given by the commutativity of the following
diagram.

H
⊗

Ch⟨z⟩
◃1,2−−−−→ C⟨z⟩

id⊗d⋆

y yd⋆

H̃
⊗

Ω1
h⟨z⟩

φ̃−−−−→ Ω1
h⟨z⟩

This is called the twisted invariance of the ⋆-differential calculus (Ω1
h⟨z⟩, d⋆).

Proof. For h ∈ H, f ∈ Ch⟨z⟩ we have

φ̃(h, d⋆f) = φ̃(h,
∑
i

(d⋆zi)(∂
⋆
i ◃ f)) =

∑
i

φ̃(h, φ(∂⋆i , (d⋆zi)f)) =
∑
i

φ(∂⋆i ⋆ h, (d⋆zi)f) =∑
i

(d⋆zi)(∂
⋆
i ⋆ h) ◃ f =

∑
i

(d⋆zi)(∂
⋆
i ◃ (h ◃1,2 f) = d⋆(h ◃1,2 f).

The pair (Ω1
h⟨z⟩, d⋆) is characterized by the following universality property:

Proposition 4.9. Let Γ be any right Ch⟨z⟩-module and δ : Ch⟨z⟩ → Γ be any C[[h]]-
linear map satisfying δ1 = 0, δf =

∑
i(δzi)(∂

⋆
i ◃ f). Then there is a unique right

Ch⟨z⟩-module morphism ψ : Ω1
h⟨z⟩ → Γ such that δ = ψ ◦ d⋆.

Proof. Define ψ on the generators d⋆zi by ψ(d⋆zi) = δzi and extend it to a right Ch⟨z⟩-
module morphism on Ω1

h⟨z⟩ by

ψ(
∑
i

(d⋆zi)αi) =
∑
i

(δzi)αi (4.9)

for
∑

i(d⋆zi)αi ∈ Ω1
h⟨z⟩. Clearly, ψ ◦ d⋆ = δ. Furthermore if ψ′ is another right Ch⟨z⟩-

module homomorphism with δ = ψ′ ◦ d⋆ then we must have

ψ′(
∑
i

(d⋆zi)αi) =
∑
i

ψ′(d⋆zi)αi =
∑
i

(δzi)αi = ψ(
∑
i

(d⋆zi)αi).

So ψ is unique.
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