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a b s t r a c t

The present research has introduced a novel adaptive state-dependent impulsive observer (ASDIO) used
to control diverse nonlinear systems with time-varying delay. This designed ASDIO is in conformity
with the approach of extended pseudo-linearization for the purpose of parametrizing a nonlinear
system with time-delay to a pseudo-linear time-delay structure having state-dependent coefficients.
This technique makes the ASDIO applicable to nonlinear systems with distributed, multiple, and time-
varying delays. The time-varying and delay-independent Lyapunov functional approach, coupled with
the comparison method for impulsive systems, was used to confirm the stability of ASDIO. This new
theorem affirmed the state and parameter estimation error to approach zero asymptotically through
distinct and less-conservative adequate conditions with respect to practical linear matrix inequalities.
Furthermore, the maximum impulse time was specified via the presented stability theorem. The ASDIO
has also been offered for a special set of stochastic nonlinear systems with time-delay. An investigation
of the asymptotic stability for the intended ASDIO was performed via a new theorem employing the
comparison principle for stochastic impulsive systems. Accordingly, this observer was simulated on an
epidemic system with time-delay nonlinear features to affirm its performance.

© 2019 ISA. Published by Elsevier Ltd. All rights reserved.

1. Introduction

Impulsive systems containing continuous and discontinuous
portions are known as a subclass of hybrid systems. The contin-
uous component of an impulsive system can be described using
continuous differential dynamics defined on different impulsive
intervals. On the other hand, a discontinuous dynamical sys-
tem is illustrated by difference equations defined for impulses
at fixed times in case of abrupt changes in system states [1].
Recently, impulsive observers are developed based on impulsive
system theory and its hybrid characteristics. Classical continuous-
time observers update the system states estimation continu-
ously and thus require continuous output measurement. In com-
parison, classical discrete-time observers only update the state
estimations at specific times using discrete output measurement.

In [2], the functional observer is designed for linear impulsive
systems. Compared to the other available impulsive observers
for linear dynamics, this observer has a parameter introducing
a degree of freedom that can be employed to minimize conser-
vativeness. In [3], the impulsive observer for linear systems is
designed according to the event-triggered feedback controller,
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and the closed-loop stability analysis is based on the separation
principle for linear systems. In [4], the impulsive observer layout
is propounded for uncertain linear systems. The minimum and
maximum impulse intervals are determined before the design
procedure that can be a practical limitation. The continuous- and
discrete-time interval observers are proposed for linear dynami-
cal networks considering external disturbances [5]. The asymp-
totically stable observer is investigated giving the upper and
lower bounds of solutions. A periodically time-varying Lyapunov
function is used for the first time in [6]. As an achievement, a
condition presents the feasibility of LMI corresponding to the
observability condition for discrete-time systems.

Like the same articles in this area, only a specific class of
nonlinear system that should have a linear part is considered
in [7]. A robust sampled data observer is proposed for electro-
hydraulic actuators as a nonlinear system with the presence of
output disturbances and measurement noises in [8]. [9] repre-
sents a maximum allowable sampling period provided by the
proposed observer. Nevertheless, a linear portion is necessary for
the discussed nonlinear dynamics which is a constraint condition
for utilizing the presented observer. In [10], sliding-mode and
impulsive observers are designed for a linear impulsive system
with the aim of detecting faults and approximations. [11] has
employed the event-triggered control for impulsive observers in
order to reduce network usage. It should be emphasized that the

https://doi.org/10.1016/j.isatra.2019.08.034
0019-0578/© 2019 ISA. Published by Elsevier Ltd. All rights reserved.

Downloaded from http://iranpaper.ir
http://www.itrans24.com/landing1.html

https://doi.org/10.1016/j.isatra.2019.08.034
http://www.elsevier.com/locate/isatrans
http://www.elsevier.com/locate/isatrans
mailto:nkalamian@ee.kntu.ac.ir
mailto:h_khaloozadeh@kntu.ac.ir
mailto:m.ayati@ut.ac.ir
https://doi.org/10.1016/j.isatra.2019.08.034


Please cite this article as: N. Kalamian, H. Khaloozadeh and S.M. Ayati, Adaptive state-dependent impulsive observer design for nonlinear deterministic and stochastic
dynamics with time-delays. ISA Transactions (2019), https://doi.org/10.1016/j.isatra.2019.08.034.

2 N. Kalamian, H. Khaloozadeh and S.M. Ayati / ISA Transactions xxx (xxxx) xxx

impulse interval is considered as a known and fixed parame-
ter. Furthermore, a specific class of nonlinear systems has been
addressed. The impulsive observer layout is highlighted in [12]
for continuous-time dynamic on nonlinear time-varying systems
utilizing the cooperative dynamical concept. In [13], the stability
and existence conditions of full- and reduced-order impulsive ob-
server are examined using average dwell time switching concept
and Riccati equation. An impulsive high-gain observer is applied
to uncertain nonlinear systems in [14]. The specific uncertain
nonlinear class should have separate linear and uncertain parts.

As discussed in the stability theory for impulsive dynami-
cal systems, it is not obligatory to have a non-positive time-
derivative of the Lyapunov candidate function. This is formu-
lated as a comparison principle of an impulsive differential equa-
tion and several corollaries [1]. Therefore, considering the com-
parison principle, sufficient conditions to investigate the sys-
tem’s stability have less conservatism. The stability analysis of a
fractional-order impulsive control system is investigated in [15].
The stability conditions are presented by comparing the system
theory and the fractional-order system concepts. The numerical
results confirm the performance of the intended controller for
fractional-order impulsive linear and nonlinear systems. Com-
pared to the classic approach, the comparison system theory
provides less-conservative sufficient condition for the controller
design. The chaotic system synchronization is addressed by an
adaptive impulsive observer (AIO) plan in [16,17]. Accordingly,
the stability analysis of the AIO is performed using the compar-
ison system theorem which provides less-conservative sufficient
conditions [16]. In addition, the adaptive impulsive observer for
stochastic dynamics is extended in [18]. As shown in [19], the
stability of sufficient conditions of the proposed AIO in [17]
cannot be satisfied. In [20], AIO stability analysis is revised by
adopting an improved time-varying Lyapunov function candidate
coupled with applying a generalized issue of Barbalat’s Lemma.
The AIO problem proposed in [17] is solved by the use of a
time-varying Lyapunov function in [20]. As a constraint on the
proposed observer, the minimum and maximum impulse inter-
vals are regarded as known parameters, which can lead to a
practical limitation.

The observer design proposed in [21] involves a special group
of nonlinear systems, and the minimum and maximum impulse
intervals are determined before the design procedure that can
make a practical limitation. In [22], a set of time-delay impul-
sive switched control systems is studied through the finite-time
controller. The time-delays are considered as time-varying and
unknown delays in the states and state derivatives. However, the
proposed controller has the upper bound constraint on the time-
delay value and its time-derivative. The adaptive state-feedback
controller is outlined to control a set of nonlinear uncertain
time-delay impulsive systems [23]. The time-delays appear time-
varying while bounded. The present article investigates a specific
group of uncertain time-delay systems containing four separate
portions of linear and nonlinear components along with linear
and nonlinear parts with delays. Moreover, the uncertainty is
placed in linear parts. Thus, there are some limitations to utilize
the proposed method in a vast variety of nonlinear systems with
uncertainty.

[24] presents the impulsive observer layout in two cases:
constant and piece-wise constant time-delays. Therefore, a spe-
cial type of delay (constant and piece-wise constant) placed in
the output signal is considered. Lipschitz nonlinear time-delay
systems are examined using an impulsive observer with the
variable impulsive interval [25]. Time-delays, in the first case, are
considered time-varying but bounded, while in the second case,
the derivative of the time-delay is also bounded. Accordingly, the
proposed impulsive observer has some limitations on delay types,

and their time-derivatives, as well as further design parameters,
are considered to make some problems in the design procedure
of an observer. [26] investigates the observer layout for a specific
set of discrete-time switching nonlinear dynamics with delay
and impulses. This intended system involves three separate por-
tions including linear, and nonlinear portions along with linear
part with delay. Various nonlinear dynamics with time-delay are
investigated in [27,28] using the state-dependent impulsive ob-
server (SDIO) connected with the extended pseudo-linearization
technique. The stability analysis is also performed on the pro-
posed SDIO using the comparison system theory. Considering a
deterministic Lipschitz nonlinear system having time-delay with
known parameters, the stability analysis is investigated under the
eigenvalues principle that does not generate a specified solution
to achieve the proposed conditions.

The current study has proposed the adaptive impulsive ob-
server with state-dependent parameters for a wide range of non-
linear systems including time-delay in accordance with the ap-
proach of extended pseudo-linearization. As can be observed,
studies on the impulsive observer layout have expounded just for
confined and particular groups of nonlinear systems. In fact, to
simplify the calculation of sufficient conditions and routine of sta-
bility analysis, the equation of the system is restricted to involve
a linear section. These restrictions are more limiting to nonlin-
ear time-delay dynamics. The present article has considerably
resolved this problem through the extended pseudo-linearization
technique which concerns a nonlinear time-delay system to be
factorized into a pseudo-linear structure. By employing the ex-
tended pseudo-linearization approach, the meant observer can be
broadened into a number of nonlinear systems having different
time-delays comprising multiple discrete delays, distributed de-
lay, and time-varying delay. Thus, the suggested state-dependent
impulsive observer attributed to extended pseudo-linearization
can be applied to various nonlinear time-delay systems. Regard-
less of the delay value, another benefit of the extended approach
of pseudo-linearization is asymptotic stability of the suggested
observer. Accordingly, in the present paper, the delay value is
not bounded, unlike the previous methods. Furthermore, since
the delay-dependent Lyapunov function is not required when
employing this technique, the design process of an impulsive
observer is simplified for the use in nonlinear time-delay systems.
Moreover, there are enormous extended pseudo-linearization fac-
torizations for multivariable systems which cause more degrees
of freedom for the process of designing an observer resulting
in increased performance for the observer or avoidance of the
observability reduction.

It has been demonstrated that a Lyapunov function’s non-
positive time-derivative is unnecessary for the stability theory
on impulsive systems. This is formulated as the comparison sys-
tem theory for impulsive differential equations and its corollar-
ies [1,29–33]. Thus, this theory reveals less-conservative adequate
conditions for stability analysis. The present article carries out
the SDIO stability analysis through comparison system theory
besides time-varying delay-independent Lyapunov function. As
demonstrated, under a number of less-conservative and explicit
adequate conditions presented in terms of available LMIs, the
asymptotic estimation error approaches zero. Additionally, this
suggested stability theorem determines the maximum interval
between impulses. The similar ASDIO structure is employed for
stochastic nonlinear systems with time-delay to evaluate un-
known parameters and states. The sufficient conditions of ASDIO
are derived from the presented theorem on the basis of the
comparison principle of stochastic impulsive dynamics. Over-
all, the properties and advantages of the proposed ASDIO are
summarized as follows:
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• The ASDIO would assess the states and parameters contin-
uously.

• The ASDIO is applicable in a vast group of nonlinear systems
with different time-delay types considering the extended
pseudo-linearization approach.

• The time-delay value does not require the upper bound.
• There are enormous extended pseudo-linearization factor-

izations for multivariable systems leading to more degrees
of freedom in the process of designing an observer which are
applied to avoid the observability reduction or to increase
the observer performance.

• The asymptotic convergence of the estimation error for both
state and parameter to zero is guaranteed under explicit and
less-conservative adequate conditions that are presented
concerning feasible LMIs attributed to the comparison sys-
tem theory.

• Using the comparison system theory, the ASDIO design pro-
cedure is easier than conventional impulsive observers.

• There is no requirement to employ a delay-dependent Lya-
punov function; thus making the designing process of an
impulsive observer more simplified in delayed nonlinear
systems.

• The stability theorem determines an upper bound of time in-
tervals between consecutive impulses, unlike existing meth-
ods where the minimum and maximum impulse intervals
are regarded as known parameters.

• The stability theorem contains the special case under Lips-
chitz condition and the general case of the sector bounded
condition. Thus, less-conservative sufficient condition and
LMIs with larger feasibility are generated.

• The ASDIO can evaluate unknown parameters and states for
a vast group of stochastic nonlinear time-delay systems un-
der less-conservative adequate conditions stated regarding
available LMIs.

The recent paper outline is provided in the following order:
Section 2 explains the system equation of a nonlinear time-
delay dynamics as well as extended pseudo-linearization ap-
proach. Also, conditions for the existence of extended pseudo-
linearization are reviewed in this section. The stability analysis is
described using the comparison system theorem and its corollary
in Section 3. Section 4 introduces the adaptive state-dependent
impulsive observer and the asymptotic stability of the intended
ASDIO under sufficient conditions. Moreover, the updating inter-
vals’ upper bounds are represented in this section. In Section 5,
the suggested ASDIO is simulated on an uncertain nonlinear time-
delay system. At last, Section 6 highlights the concluding remarks
of this paper.

1.1. Notation

The notations used through this paper are described hereafter:
Rn signifies the real space of n-dimensions and R+

= [0, +∞).
I stands for the identity matrix, besides AT as the transpose of
a matrix A. ∥x∥ denotes the Euclidean norm of the vector x. For
any ρ ∈ R+, Sρ = {x ∈ Rn

⏐⏐∥x∥ < ρ} and for a random vector y,
Sρ = {y ∈ Rn

⏐⏐E(
∥y∥

)
< ρ}. C denotes a set of all continuous func-

tions. C i is the collection of all i-times continuously differentiable
functions defined on x for all continuous functions of a(x). C i,j is
the collection of all i-times continuously differentiable functions
defined on t , as well as the collection of all j-times continuously
differentiable functions defined on x, for all continuous functions
of a(t, x). A continuous function a(t, x), a ∈ C[R+, R+

], belongs to
class κ (a ∈ C and a : R+

→ R+), thus, a is strictly increasing in x
and a(t, 0) = 0.

2. Extended pseudo-linearization technique

With regards to research papers concerning the impulsive
observer scheme to control nonlinear dynamics, the confined and
special classes of these systems are merely discussed. A restrictive
assumption of almost all of these articles is the necessity of two
distinct linear and nonlinear portions within a nonlinear sys-
tem. Actually, a linear component of the equation of the system
limits simplifies the calculation of adequate conditions and the
stability analysis. There is a more constraining assumption for
nonlinear time-delay systems that time-delay part should be just
in linear part or separable from the other parts. In this respect,
these observers are applicable for some specific classes of delayed
nonlinear dynamics. This paper solved this problem considering
the extended pseudo-linearization technique.

Ideally, a nonlinear system (time-delay nonlinear system) is
factorized into an almost linear structure that has state-
dependent matrices using the pseudo-linearization (extended
pseudo-linearization) approach [34–36]. By applying an extended
pseudo-linearization approach, the presented observer can be
employed for nonlinear systems with different kinds of time-
delay, including time-varying delay, multiple discrete delays,
and distributed delay. Therefore, the proposed impulsive state-
dependent observer can be utilized with regards to extended
pseudo-linearization to various nonlinear dynamics containing
time-delay. As another gain for this approach, the intended ob-
server is asymptotically stable irrespective of the delay value [37].
Thus, unlike the previous methods, this paper does not require
the upper bound of the time-delays. There is enormous extended
pseudo-linearization factorization for multivariable systems that
causes the flexibility in the observer design [35–37].

The pseudo-linearization technique has been employed for
designing an optimal tracking controller with an application of
super-tankers in autopilot [38]. [39] proposes the state-dependent
Riccati equation regarding pseudo-linearization factorization to
control autonomous underwater vehicles (AUVs). Moreover, this
technique is employed to design a suboptimal tracker to control
blood glucose values in type 1 diabetic patients [40]. In [41,42],
nonlinear time-delay systems are developed using the pseudo-
linearization technique, so that [41] has used a sub-optimal slid-
ing mode controller, while [42] presents a sub-optimal observer
based on this approach.

Suppose a nonlinear dynamic with time-delays:

ẋ(t) = f
(
x(t), x(t − τ1(ν)), . . . , x(t − τm(ν))

)
y(t) = Chx(t)
x(t) = ϕ0(t), − max

ν,i=1:m

(
τi(ν)

)
≤ t ≤ 0 (1)

in which, the continuous state vector and output vector are
defined as x ∈ Rn and y ∈ Rp. Ch ∈ Rp×n represents the output

matrix. The function f :

m+1  
Rn

× · · · × Rn
→ Rn is the differentiable

continuous function defined on its argument. Time delays τ1(ν) <
· · · < τm(ν) are positive functions of ν that itself is t, x or both. m
stands for the number of delays. ϕ0(t) : [− max

ν,i=1:m

(
τi(ν)

)
, 0] → Rn

is a continuous function of the system for initiatory conditions.
As an assumption, f

(
x, x(t − τ1(ν)), . . . , x(t − τm(ν))

)
|x=0= 0

is satisfied by the state’s augmentation. The extended pseudo-
linearization structure of the delayed nonlinear system (1) is:

ẋ(t) = A
(
x(t), x(t − τ1(ν)), . . . , x(t − τm(ν))

)
x(t) (2)

where A :

m+1  
Rn

× · · · × Rn
→ Rn×n is the state-dependent sys-

tem matrix [37]. In this connection, the matrix A
(
x(t), x(t −
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τ1(ν)), . . . , x(t − τm(ν))
)
factorizes all delayed terms. Unlike the

Jacobian method, the extended pseudo-linearization technique
needs no approximations, which is recognized as a principal privi-
lege, thus maintaining the nonlinear characteristics of the system.
Furthermore, all delayed parts of this method are placed in the
state-dependent matrix. So, the linear methods of designing an
observer are likely to be developed to a nonlinear system with
time-delay [37].

As mentioned earlier, a multi-state system contains innu-
merous extended pseudo-linearization parameterizations. This
additional degree of freedom in the observer layout is indicated
in the following theorem. The subsequent theorems represent the
existence condition and non-uniqueness of the matrix A.

Theorem 1. Assume Ω is an open and bounded subset of Rn

Euclidean space containing the origin such that 0 ∈ Ω ⊆ Rn. Remark
f
(
x(t), x(t − τ1(ν)), . . . , x(t − τm(ν))

)
∈ Cm, m ≥ 1. Then, there is

at least one extended pseudo-linearization as following [37]:

A
(
x(t), x(t − τ1(ν)), . . . , x(t − τm(ν))

)
=

∫ 1

0

∂ f
(
x(t), x(t − τ1(ν)), . . . , x(t − τm(ν))

)
∂x(t)

⏐⏐
x(t)=λx(t)dλ (3)

where λ is a dummy variable defined for the integration. Conductive
to simplification, the abbreviation (xt ) is expressed as

(
x(t), x(t −

τ1(ν)), . . . , x(t − τm(ν))
)
.

Theorem 2. Assume two extended pseudo-linearization forms for
f (xt ) as f (xt ) = A1(xt )x(t) and f (xt ) = A2(xt )x(t). Therefore, there is
an extended pseudo-linearization form as A(xt , α) = αA1(xt )+ (1−

α)A2(xt ) and for any α ∈ R, A(xt , α), represents enormous extended
pseudo-linearization forms of f (xt ) [37].

Theorem 3. Assume the matrix-valued function A(xt ) is continuous
with respect to x. The following statements are equivalent [37]:

(a) The extended pseudo-linearization (2) is a point-wise observ-
able parameterization of nonlinear time-delay system (1) in
Ω .

(b) The pair {A(xt ), Ch} is observable in the linear sense for all
xt ∈ Ω .

(c) The state-dependent observability matrix that is defined in (4)
is full rank (rank (Φo(xt )) = n) for all xt ∈ Ω .

Φo(xt ) =

[
Ch

⏐⏐⏐ChA(xt )
⏐⏐⏐...⏐⏐⏐ChA(xt )n−1

]T
(4)

3. Comparison system theory

The design and stability analysis of impulsive systems are
performed through the comparison system theorem [1]. One of
the advantages of comparison system theory is to limit the overall
investigation of the system to an ordinary scalar impulsive dy-
namic system. So, the stability problem of the comparison system
is easier to be examined with one impulsive differential equation
instead of the main system [29,30]. This proposed theory provides
the stability analysis with adequate conditions that are less-
conservative and simpler than an existing impulsive observer.
Some research papers report the use of the comparison principle
and its corollaries for the stability analysis of impulsive systems.
For instance, the stability analysis of the impulsive switching
nonlinear systems having time-delay is investigated in [31] with
regards to the corollaries of the comparison system theory. This
theorem is employed for impulsive controller design in nonlinear
discrete time-delay systems [32]. Furthermore, a feedback con-
troller and observer are designed for linear impulsive systems
based on a separation principle under the comparison system

theory [33]. In the following, the impulsive system equation
and then comparison system theory are described. The following
impulsive differential equation is used to describe an impulsive
system:

ẋ(t) = fc
(
t, x(t)

)
, t ̸= tk

x(t+k ) = x(tk) + fi
(
x(tk)

)
, t = tk (5)

where x ∈ Rn is the state vector with the time variable t . The
functions fc : R+

×Rn
→ Rn and fi : Rn

→ Rn are nonlinear having
compatible dimensions. tk, k = 1, 2, . . . is the impulse time so
that tk > tk−1 > 0. x(t+k ) represents the state vector after the
kth jump. The jump vector of each state at the impulse time is
∆x(tk) = x(t+k ) − x(tk).

Typically, semi-negative definiteness of Lyapunov function
time-derivative is unnecessary for the analysis of the impulsive
systems stability. Thus, the Lyapunov function may occasionally
be increased but the system stability is still reserved. Some
definitions and a new theorem are described in the following to
express this characteristic mathematically [1].

Definition 1 ([1]). W : R+
× Rn

→ R+ is member of class W if:

(a) W is continuous in (tk−1, tk] × Rn and for each x ∈ Rn,
lim

(t,y)→(t+k ,x)
W (t, y) = W (t+k , x) exists;

(b) W is locally Lipschitz in x.

Definition 2 ([1]). Dini’s derivatives for (t, x) ∈ (tk−1, tk]×Rn and
for all k are specified as:

D+W (t, x) = lim
T→0+

sup
1
T

(
W

(
t + T , x + Tfc(t, x)

)
− W (t, x)

)
D−W (t, x) = lim

T→0−
sup

1
T

(
W

(
t + T , x + Tfc(t, x)

)
− W (t, x)

)
(6)

If W ∈ C1
[R+

× Rn, R+
], then

D+W (t, x) = D−W (t, x) =
∂W (t, x)

∂t
+

∂W (t, x)
∂x

fc(t, x) (7)

It is worth mentioning that by utilizing Dini’s derivatives in-
stead of conventional ones, the derivative’s concept is generalized
to the certain classes of discontinuous functions that exist in
impulsive systems.

Definition 3 ([1]). The comparison system of (5) is presented as:

ν̇(t) = gc
(
t, ν(t)

)
, t ̸= tk

ν(t+k ) = gi
(
ν(tk)

)
, t = tk (8)

where continuous gc : R+
× R+

→ R complies with Definition 1.a
and gi : R+

→ R+ has no decreasing trend in accordance with the
subsequent assumption for W ∈ W :

D+W
(
t, x(t)

)
≤ gc

(
t,W

(
t, x(t)

))
, t ̸= tk

W
(
tk, x(t+k )

)
≤ gi

(
W

(
tk, x(tk)

))
, t = tk (9)

Theorem 4. Supposing gc(t, 0) = 0, fi(0) = 0 and fc(t, 0) = 0,
there are equal trivial solutions for the main and comparison systems
of (5) and (8) in tk−1 < t ≤ tk. The subsequent conditions must be
satisfied as assumptions [1]:

(a) W ∈ W, W : R+
× Sρ → R+ and ρ > 0 in tk−1 < t ≤ tk:

D+W
(
t, x(t)

)
≤ gc

(
t,W

(
t, x(t)

))
.

(b) There exists a ρ > 0 such that x ∈ Sρ implies x(t+k ) ∈ Sρ for
all k and W

(
tk, x(t+k )

)
≤ gi

(
W

(
tk, x(tk)

))
.
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(c) b
(
∥x∥

)
≤ W

(
t, x(t)

)
≤ a

(
∥x∥

)
on R+

× Sρ where a, b ∈ κ .

As a result, the stability features of the trivial solution of system (5)
are correspondingly extended by that of the comparison system (8).

Corollary 1 ([1]). Let gc
(
t,W

(
t, x(t)

))
= λ̇(t)W

(
t, x(t)

)
where

λ ∈ C1
[R+, R+

], gi
(
W

(
tk, x(t+k )

))
= ηkW

(
tk, x(tk)

)
. The asymp-

totically stable origin of (5) is gained as long as the observance of
these conditions for γ > 1 and k = 1, 2, . . .: The origin of (5) is
asymptotically stable if the following conditions are satisfied:

λ̇(t) ≥ 0
ηk ≥ 0

ln(γ ηk) + λ(tk) − λ(tk−1)+ ≤ 0 (10)

4. Adaptive state-dependent impulsive observer design

4.1. System description

A time-delay nonlinear system having unknown parameters is
described as:

ẋ(t) = f1
(
x(t), x(t − τ1(ν)), . . . , x(t − τm(ν))

)
+ Bf2

(
x(t), x(t − τ1(ν)), . . . , x(t − τm(ν)), θ

)
y(t) = Chx(t) (11)

in which x, y and θ stand respectively for the state vector, output

vector, and unknown parameter vector. f1 :

m+1  
Rn

× · · · × Rn
→ Rn

and f2 :

m+1  
Rn

× · · · × Rn
×Rs

→ Rn are continuous functions, where
the value of s is the number of unknown parameters and B is a
n×n constant matrix. The extended pseudo-linearization form is
then:

ẋ(t) = A(xt )x(t) + Bf (xt )θ (t) (12)

the state-dependent matrix f :

m+1  
Rn

× · · · × Rn
→ Rn×s and it is

assumed f1
(
x, x(t−τ1(ν)), . . . , x(t−τm(ν))

)
|x=0= 0 and f2

(
x, x(t−

τ1(ν)), . . . , x(t − τm(ν), θ )
)
|x=0,θ=0= 0 thus, a trivial solution of

the system (11) is x = 0. For designing the ASDIO, the following
assumptions and lemmas are considered.

Assumption 1. The matrix-valued function A(xt ) and f (xt ) are
continuous with respect to x.

Assumption 2. The system equation (12) is pointwise observable
in the linear sense for all xt ∈ Ω .

Assumption 3. Two following conditions are considered:f1(xt ) − f1(x̂t )
 ≤ Kf1

x(t) − x̂(t)
 (13)f2(xt , θ ) − f2(x̂t , θ̂ )

 ≤ Kf2

x(t) − x̂(t)
 (14)

where Kf1 , Kf2 ∈ R+ are Lipschitz constants.

Lemma 1 ([43]). For any matrix D1,D2 ∈ Rn×n and n-dimensional
vectors z1, z2, the following inequality is satisfied for any positive
constant ε

zT1D
T
1D2z2 + zT2D

T
2D1z1 ≤ εzT2 z2 +

1
ε
zT1D

T
1D2DT

2D1z1 (15)

Lemma 2 ([43]). Suppose matrices of S1, S2, S3 and S4 with compat-

ible dimensions and S =

[
S1 S2
S4 S3

]
, so:

S < 0 ⇐⇒ S1 < 0, S3 − S4S−1
1 S2 < 0

S < 0 ⇐⇒ S3 < 0, S1 − S2S−1
3 S4 < 0 (16)

here, S1 and S3 are recognized as invertible matrices with Schur
complements.

4.2. Main results

The adaptive state-dependent impulsive observer used for
nonlinear dynamics containing time-delay has been brought up
on the system (11) as:
˙̂x(t) = A(x̂t )x̂(t) + Bf (x̂t )θ̂ (t), t ̸= tk
ŷ(t) = Chx̂(t),

x̂(t+k ) = x̂(tk) + F1(x̂t )
(
y(tk) − ŷ(tk)

)
, t = tk (17)

˙̂
θ (t) = ϕ−1(t)f T (x̂t )H(t)Che(t), t ̸= tk
θ̂ (t+k ) = θ̂ (tk) + F2(x̂t )

(
y(tk) − ŷ(tk)

)
, t = tk (18)

where x̂ and ŷ are the estimated state and estimated output
vectors, and θ̂ is the estimated parameter vector. e(t) = x(t) −

x̂(t) and θ̃ (t) = θ (t) − θ̂ (t) are state and parameter estimation
errors, respectively. F1(x̂t ) ∈ Rn×p and F2(x̂t ) ∈ Rs×p are impulse
gain matrices for the state and parameter vectors, and design
parameters ϕ,H are calculated by Theorem 5.

Theorem 5. The ASDIO’s estimation errors for the state and
parameter, e(t) and θ̃ (t), are presented by (17) and (18) which
asymptotically converge to zero as the satisfaction of the subsequent
conditions:[

Ξi Pi
( 1

ε1
I +

1
ε2
BBT

)( 1
ε1
I +

1
ε2
BBT

)
Pi −

( 1
ε1
I +

1
ε2
BBT

)] ≤ 0[ ϕ1−ϕ2
∆k − αϕi f T (x̂t )
f (x̂t ) −

1
2ε2

I

]
≤ 0 (19)

[
−σM1 M2 − FC

T
h (x̂t )

M2 − FCh(x̂t ) −M2

]
≤ 0 (20)

α∆k + ln(γ σ ) ≤ 0 (21)

where

Ξi = AT (x̂t )Pi + PiA(x̂t ) + 2ε1AT (x̂t )A(x̂t )

+ 2
(
ε1K 2

f1 + ε2K 2
f2

)
I +

P1 − P2
∆k

− αPi (22)

and i = 1, 2. Also, ε1 > 0, ε2 > 0, α ≥ 0, σ ≥ 0 and γ > 1 are
constants that satisfy γ σ ≤ 1. The matrix P(t) > 0 is presented as
(24) and µ(t) is specified as:

µ(t) =
tk − t
∆k

, tk−1 < t ≤ tk (23)

∆k = tk − tk−1 is the kth impulse interval, H1 and H2 are arbitrary
and Pi, ϕj; i, j = 1, 2 are symmetric and positive definite periodic
matrices as:

P(t) = P(t + ∆k), tk−1 < t ≤ tk
P(t) = P1 + µ(t)(P2 − P1) (24)

ϕ(t) = ϕ(t + ∆k), tk−1 < t ≤ tk
ϕ(t) = ϕ1 + µ(t)(ϕ2 − ϕ1) (25)
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H(t) = H(t + ∆k), tk−1 < t ≤ tk
H(t) = H1 + µ(t)(H2 − H1) (26)

M(t) =

[
P(t) 0
0 ϕ(t)

]
, M1 =

[
P1 0
0 ϕ1

]
, M2 =

[
P2 0
0 ϕ2

]
(27)

where k = 1, 2, . . . and

P1B = Ch
TH1

T

P2B = Ch
TH2

T → PB = Ch
THT (28)

Proof. Using (12) and (17), the dynamic state estimation error, as
well as the state estimation error of jump are:

ė(t) = ẋ(t) − ˙̂x(t) = A(xt )x(t) + Bf (xt )θ (t) − A(x̂t )x̂(t)
− Bf (x̂t )θ̂ (t), t ̸= tk

e(t+k ) = x(t+k ) − x̂(t+k )

= x(tk) −

(
x̂(tk) + F1(x̂t )

(
y(tk) − ŷ(tk)

))
, t = tk (29)

Now, addition and subtraction of the two terms A(x̂t )x(t) and
Bf (x̂t )θ (t) to the right sentence of ė(t) and e(t+k ) is sorted based
on e(tk):

ė(t) = A(xt )x(t) + Bf (xt )θ (t) − A(x̂t )x̂(t) − Bf (x̂t )θ̂ (t)
+ A(x̂t )x(t) − A(x̂t )x(t) + Bf (x̂t )θ (t) − Bf (x̂t )θ (t)

= A(x̂t )
(
x(t) − x̂(t)

)
+

(
A(xt ) − A(x̂t )

)
x(t)

+ Bf (x̂t )
(
θ (t) − θ̂ (t)

)
+ B

(
f (xt ) − f (x̂t )

)
θ (t)

= A(x̂t )e(t) + Ãx(t) + Bf (x̂t )θ̃ (t) + Bf̃ θ (t), t ̸= tk
e(t+k ) = e(tk) − F1(x̂t )Che(tk) =

(
I − F1(x̂t )Ch

)
e(tk), t = tk (30)

where for simplifying, two abbreviations are defined as Ã =

A(xt )−A(x̂t ), f̃ = f (xt )−f (x̂t ). Using (18), the parameter estimation
error for dynamic and jumping behaviors are:

˙̃
θ (t) = θ̇ (t) −

˙̂
θ (t) = −ϕ−1(t)f T (x̂t )H(t)Che(t), t ̸= tk

θ̃ (t+k ) = θ (t+k ) − θ̂ (t+k )

= θ (tk) − θ̂ (tk) − F2(x̂t )
(
y(tk) − ŷ(tk)

)
= θ̃ (tk) − F2(x̂t )Che(tk), t = tk (31)

The time-varying Lyapunov function candidate is remarked as:

V (t, e, θ̃ ) = xTaug (t)M(t)xaug (t) (32)

where xaug =
[
eT , θ̃ T

]T . So, the right Dini’s derivative of Lyapunov
function for tk−1 < t ≤ tk is:

D+V (t, e, θ̃ ) = ẋTaug (t)M(t)xaug (t) + xTaug (t)M(t)ẋaug (t)

+ xTaug (t)Ṁ(t)xaug (t)

= ėT (t)P(t)e(t) + eT (t)P(t)ė(t) +
˙̃
θ T (t)ϕ(t)θ̃ (t)

+ θ̃ T (t)ϕ(t) ˙̃θ (t) + eT (t)Ṗ(t)e(t)
+ θ̃ T (t)ϕ̇(t)θ̃ (t) (33)

Suppose that µ̇(t) = −
1

∆k
, so:

Ṗ(t) = −µ̇(t)
(
P1 − P2

)
=

P1 − P2
∆k

ϕ̇(t) = −µ̇(t)
(
ϕ1 − ϕ2

)
=

ϕ1 − ϕ2

∆k
(34)

Replacing (30), (31) and (34) to (33):

D+V (t, e, θ̃ ) =

(
A(x̂t )e + Ãx + Bf (x̂t )θ̃ + Bf̃ θ

)T
Pe

+ eTP
(
A(x̂t )e + Ãx + Bf (x̂t )θ̃ + Bf̃ θ

)
−

(
ϕ−1f T (x̂t )H

)T
ϕθ̃ − θ̃ Tϕ

(
ϕ−1f T (x̂t )H

)
+ eT

P1 − P2
∆k

e + θ̃ T ϕ1 − ϕ2

∆k
θ̃

= eT
(
AT (x̂t )P + PA(x̂t )

)
e

+ eT
(
PBf (x̂t ) − CT

h H
T f (x̂t )ϕ−1ϕ

)
θ̃ + θ̃ T

(
f T (x̂t )BTP

−ϕϕ−1f T (x̂t )HCh

)
e + xT ÃTPe + eTPÃx

+ θ T f̃ TBTPe + eTPBf̃ θ

+eT
P1 − P2

∆k
e + θ̃ T ϕ1 − ϕ2

∆k
θ̃ (35)

Considering condition (28), it is concluded that PB − CT
h H

T
= 0,

so:

D+V (t, e, θ̃ ) = eT
{
AT (x̂t )P + PA(x̂t )

}
e + xT ÃTPe + eTPÃx

+ θ T f̃ TBTPe + eTPBf̃ θ + eT
P1 − P2

∆k
e

+ θ̃ T ϕ1 − ϕ2

∆k
θ̃ (36)

Using Lemma 1, it is achieved:

xT ÃTPe + eTPÃx ≤ ε1xT ÃT Ãx +
1
ε1

eTP2e (37)

θ T f̃ TBTPe + eTPBf̃ θ ≤ ε2θ
T f̃ T f̃ θ +

1
ε2

eTPBBTPe (38)

The term of xT ÃT Ãx is defined as:

xT ÃT Ãx =
Ãx2 (39)

Now, the term A(x̂t )x̂ is added and subtracted to right sentence:

xT ÃT Ãx =
A(xt )x − A(x̂t )x + A(x̂t )x̂ − A(x̂t )x̂

2

=
(

A(xt )x − A(x̂t )x̂
)

−

(
A(x̂t )x − A(x̂t )x̂

)2 (40)

Considering the extended pseudo-linearization (11) and (12) f1
(xt ) = A(xt )x, so:

xT ÃT Ãx =
(

f1(xt ) − f1(x̂t )
)

− A(x̂t )
(
x − x̂

)2 (41)

Utilizing Appendix:

xT ÃT Ãx ≤ 2
f1(xt ) − f1(x̂t )

2
+ 2

A(x̂t )(x − x̂)
2 (42)

Considering assumptions (13), the following result is obtained:

xT ÃT Ãx ≤ 2K 2
f1e

T e + 2eTAT (x̂t )A(x̂t )e (43)

The term θ T f̃ T f̃ θ is defined as:

θ T f̃ T f̃ θ =
f̃ θ2 (44)

Now, the term f (x̂t )θ̂ is added and subtracted to right sentence:

θ T f̃ T f̃ θ =
f (xt )θ − f (x̂t )θ + f (x̂t )θ̂ − f (x̂t )θ̂

2

=
(

f (xt )θ − f (x̂t )θ̂
)

−

(
f (x̂t )θ − f (x̂t )θ̂

)2 (45)

Considering the extended pseudo-linearization (11) and (12) f2
(xt , θ ) = f (xt )θ , so:

θ T f̃ T f̃ θ =
(

f2(xt , θ ) − f2(x̂t , θ̂ )
)

− f (x̂t )
(
θ − θ̂

)2 (46)

Utilizing Appendix:

θ T f̃ T f̃ θ ≤ 2
f2(xt , θ ) − f2(x̂t , θ̂ )

2
+ 2

f (x̂t )(θ − θ̂ )
2 (47)
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Considering assumptions (14), the subsequent result is obtained:

θ T f̃ T f̃ θ ≤ 2K 2
f2e

T e + 2θ̃ T f T (x̂t )f (x̂t )θ̃ (48)

Thus, (36) is written as:

D+V (t, e, θ̃ )

≤ eT
{
AT (x̂t )P + PA(x̂t ) + 2ε1AT (x̂t )A(x̂t )

+ 2
(
ε1K 2

f1 + ε2K 2
f2

)
I +

1
ε1

P2
+

1
ε2

PBBTP +
P1 − P2

∆k

}
e

+θ̃ T
{ϕ1 − ϕ2

∆k
+ 2ε2f T (x̂t )f (x̂t )

}
θ̃ (49)

Now, the term αV (t, e, θ̃ ) = α
(
eTPe + θ̃ Tϕθ̃

)
is added and

subtracted to the right side of (49):

D+V (t, e, θ̃ ) ≤ eT
{
AT (x̂t )P + PA(x̂t ) + 2ε1AT (x̂t )A(x̂t )

+ 2
(
ε1K 2

f1 + ε2K 2
f2

)
I +

1
ε1

P2
+

1
ε2

PBBTP

+
P1 − P2

∆k
− αP

}
e

+θ̃ T
{ϕ1 − ϕ2

∆k
+ 2ε2f T (x̂t )f (x̂t ) − αϕ

}
θ̃

+αV (t, e, θ̃ ) (50)

Thus:

D+V (t, e, θ̃ ) ≤ xTaugΣxaug + αV (t, e, θ̃ ) (51)

where

Σ =

[
Σ1 0
0 Σ2

]
Σ1 = AT (x̂t )P + PA(x̂t ) + 2ε1AT (x̂t )A(x̂t )

+2
(
ε1K 2

f1 + ε2K 2
f2

)
I +

1
ε1

P2
+

1
ε2

PBBTP +
P1 − P2

∆k
− αP

Σ2 =
ϕ1 − ϕ2

∆k
+ 2ε2f T (x̂t )f (x̂t ) − αϕ (52)

With regard to the definition of matrices P and ϕ as in (24) and
(25), Σ1 and Σ2 are written as:

Σ1 = N1 + µN2 + µ2N3

Σ2 = L1 + µL2 (53)

where

N1 = AT (x̂t )P1 + P1A(x̂t ) + 2ε1AT (x̂t )A(x̂t )

+2
(
ε1K 2

f1 + ε2K 2
f2

)
I +

1
ε1

P2
1 +

1
ε2

P1BBTP1 +
P1 − P2

∆k
− αP1

N2 = AT (x̂t )(P2 − P1) + (P2 − P1)A(x̂t ) +
2
ε1

P1(P2 − P1)

+
2
ε2

P1BBT (P2 − P1) − α(P2 − P1)

N3 =
1
ε1

(P2 − P1)2 +
1
ε2

(P2 − P1)BBT (P2 − P1)

L1 =
ϕ1 − ϕ2

∆k
+ 2ε2f T (x̂t )f (x̂t ) − αϕ1

L2 = −α(ϕ2 − ϕ1) (54)

With regard to N1 ≤ 0, N3 ≥ 0 and 0 ≤ µ ≤ 1, thus, if
N1 + N2 + N3 ≤ 0, then, Σ1 ≤ 0. In the same way, if L1 ≤ 0
and L1 + L2 ≤ 0 then, Σ2 ≤ 0. These inequalities are driven to
LMIs (19) based on Schur complement (Lemma 2). Satisfying LMIs
of (19), xTaugΣxaug ≤ 0 is obtained therefore, (51) leads to:

D+V (t, e, θ̃ ) ≤ αV (t, e, θ̃ ) (55)

Utilizing (24), it is concluded that µ(tk) = 0 and µ(t+k−1) = 1,
then:

P(tk) = P1
P(t+k ) = P(t+k−1 + ∆k) = P(t+k−1) → P(t+k ) = P2
ϕ(tk) = ϕ1

ϕ(t+k ) = ϕ(t+k−1 + ∆k) = ϕ(t+k−1) → ϕ(t+k ) = ϕ2 (56)

So, M(tk) = M1, M(t+k ) = M2 and

V (tk, e, θ̃ ) = xTaug (tk)M(tk)xaug (tk) = xTaug (tk)M1xaug (tk)

V (t+k , e, θ̃ ) = xTaug (t
+

k )M(t+k )xaug (t+k ) = xTaug (t
+

k )M2xaug (t+k ) (57)

Considering (29) and (31), at t = t+k :

xaug (t+k ) =

[
I − F1(x̂t )Ch 0
−F2(x̂t )Ch I

]
xaug (tk) =

(
I − FCh(x̂t )

)
xaug (tk) (58)

where FCh(x̂t ) =

[
F1(x̂t )Ch 0
F2(x̂t )Ch 0

]
resulting in the achievement of

the Lyapunov function:

V
(
t+k , e(t+k ), θ̃ (t+k )

)
= xTaug (tk)

(
I−FCh(x̂t )

)T
M2

(
I−FCh(x̂t )

)
xaug (tk)

(59)

Considering the following condition:(
I − FCh(x̂t )

)T
M2

(
I − FCh(x̂t )

)
≤ σM1 (60)

Using Schur complement (Lemma 2), (60) is written as LMI as
(20), where FCh(x̂t ) = M−1

2 FCh(x̂t ). Thus, the Lyapunov function
would be:

V
(
t+k , e(t+k ), θ̃ (t+k )

)
≤ xTaug (tk)σM1xaug (tk) = σV

(
tk, e(tk), θ̃ (tk)

)
(61)

Remark 1. According to Theorem 4, the stability properties of
the trivial solutions of the comparison systems (55) and (61) are
correspondingly extended by those of ASDIO (17) and (18). Note
that it is considered λ̇(t) = α ≥ 0 and ηk = σ ≥ 0 as the first
and second conditions of Corollary 1. Thus, the asymptotically
stable ASDIO origin is found under the presented conditions of
Theorem 5.

Remark 2. Regarding Corollary 1, the third condition implies that:

ln(γ dk) + α(tk − tk−1) ≤ 0 → ln(γ dk) ≤ −α∆k (62)

In accordance with α∆k ≥ 0 and γ > 1, the ‘‘Ln’’ argument of
the function must be less than or equal to 1; as a result γ ηk ≤ 1,
which is met by σγ ≤ 1 → σ ≤ 1.

Remark 3. The maximum impulse interval can be described so
that:

∆max
k = max

k=1,2,...
(tk − tk−1) =

⏐⏐⏐⏐ ln(γ σ )
α

⏐⏐⏐⏐ (63)

Remark 4. In previous works such as [20], the minimum and
maximum impulse intervals are regarded as known parameters.
However, in ASDIO, the minimum impulse interval is free, and
the maximum is calculated by ‘‘Ln’’ condition of the comparison
system theory. Furthermore, in ‘‘Ln’’ condition, the maximum
impulse interval is related to three design parameters making a
trade-off between increasing the maximum impulse intervals and
the conservatism of sufficient conditions.
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Remark 5. In comparison to ref [20], the first contribution of
our method is using the comparison system theory that makes
some differences in the procedure of observer design and less-
conservative sufficient conditions and then provides feasible LMIs
with an appropriate region of attractions. In [20], a particular
class of nonlinear system is regarded and has a limiting condition
on varying parameter. Therefore, the second contribution of our
observer is using the extended pseudo-linearization technique
such that the ASDIO could be used for various nonlinear time-
delay systems with different kinds of delays. In addition, there is
no limitation on varying-parameter or delay values unlike [25].
In [25], the proposed impulsive observer has districted limits on
delays.

The asymptotic and exponential stability of the ASDIO is pre-
sented as Remarks 6 and 7, respectively, without the comparison
system theory and with the classical approach.

Remark 6. The state estimation error of the proposed ASDIO by
(17) and (18) have asymptotic convergence to zero in cases of
observing the subsequent conditions and LMI (20):[

Ξ ′

i Pi
( 1

ε1
I +

1
ε2
BBT

)( 1
ε1
I +

1
ε2
BBT

)
Pi −

( 1
ε1
I +

1
ε2
BBT

)] ≤ 0[ ϕ1−ϕ2
∆k f T (x̂t )

f (x̂t ) −
1

2ε2
I

]
≤ 0 (64)

where i = 1, 2 and Ξ ′

i is defined as:

Ξ ′

i = AT (x̂t )Pi + PiA(x̂t ) + 2ε1AT (x̂t )AT (x̂t )

+ 2
(
ε1K 2

f1 + ε2K 2
f2

)
I +

P1 − P2
∆k

(65)

Proof. Eq. (49) is written as:

D+V (t, e, θ̃ ) ≤ xTaugΞ
′xaug (66)

where

Σ ′
=

[
Σ ′

1 0
0 Σ ′

2

]
Σ ′

1 = AT (x̂t )P + PA(x̂t ) + 2ε1AT (x̂t )A(x̂t )

+2
(
ε1K 2

f1 + ε2K 2
f2

)
I +

1
ε1

P2
+

1
ε2

PBBTP +
P1 − P2

∆k

Σ ′

2 =
ϕ1 − ϕ2

∆k
+ 2ε2f T (x̂t )f (x̂t ) (67)

Satisfying two LMIs of (64), xTaugΣ
′xaug ≤ 0 is obtained so

D+V (t, e, θ̃ ) ≤ 0. It should be emphasized that with the existence
of α in Σ1, Σ2, the LMI condition of (19) is satisfied easier
than (50) and Theorem 4 presents less-conservative sufficient
conditions than the classical approach in [6]. Besides, Eq. (21)
presents the upper bound of the time interval of impulses. This
condition shows that the maximum impulse intervals has the
inverse relation with α. Thus, there must be a trade-off between
a bigger upper bound of the time interval of impulses and solving
the LMIs (19).

Remark 7. The state estimation error of the proposed ASDIO by
(17) and (18) has an exponential convergence to zero in cases of
satisfaction of the subsequent conditions and LMI (20):[

Ξ ′′

i Pi
( 1

ε1
I +

1
ε2
BBT

)( 1
ε1
I +

1
ε2
BBT

)
Pi −

( 1
ε1
I +

1
ε2
BBT

)] ≤ 0[
ϕ1−ϕ2

∆k + δϕi f T (x̂t )

f (x̂t ) −
1

2ε2
I

]
≤ 0 (68)

where i = 1, 2 and Ξ ′′

i is defined as

Ξ ′′

i = AT (x̂t )Pi + PiA(x̂t ) + 2ε1AT (x̂t )A(x̂t )

+ 2
(
ε1K 2

f1 + ε2K 2
f2

)
I +

P1 − P2
∆k

+ δPi (69)

Proof. The term δV (t, e, θ̃ ) is added and subtracted to the right
side of (49), so:

D+V (t, e, θ̃ ) ≤ xTaugΞ
′′xaug − δV (t, e, θ̃ ) (70)

where δ > 0 and:

Σ ′′
=

[
Σ ′′

1 0
0 Σ ′′

2

]
Σ ′′

1 = AT (x̂t )P + PA(x̂t ) + 2ε1AT (x̂t )A(x̂t )

+2
(
ε1K 2

f1 + ε2K 2
f2

)
I +

1
ε1

P2
+

1
ε2

PBBTP +
P1 − P2

∆k
+ δP

Σ ′′

2 =
ϕ1 − ϕ2

∆k
+ 2ε2f T (x̂t )f (x̂t ) + δϕ (71)

Satisfying two LMIs of (68), xTaugΞ
′′xaug ≤ 0 is obtained and

D+V (t, e, θ̃ ) ≤ −δV (t, e, θ̃ ). As a result, the Lyapunov function
is calculated as:

V (t, e, θ̃ ) ≤ V (tk−1, e, θ̃ ) exp
(
−δ(t − tk−1)

)
, tk−1 < t ≤ tk (72)

which monotonically decreases between impulses.

Remark 8. Lipschitz condition is a special case of the sector
bounded condition. Assumption 3 is relaxed by considering the
sector condition thus, less-conservative sufficient condition and
LMIs with more likely feasibility are generated [44–46]. The
vector-value functions f1(xt ) and f2(xt , θ ) belong to sectors [R1, R2]

and [Q1,Q2] if the following assumptions are satisfied:(
f1(xt )− f1(x̂t )− R1(x− x̂)

)T(
f1(xt )− f1(x̂t )− R2(x− x̂)

)
≤ 0 (73)

(
f2(xt , θ ) − f2(x̂t , θ̂ ) − Q1(θ − θ̂ )

)T

(
f2(xt , θ ) − f2(x̂t , θ̂ ) − Q2(θ − θ̂ )

)
≤ 0 (74)

where R1, R2 ∈ Rn×n and Q1,Q2 ∈ Rn×s are known real constant
matrices. These sector conditions are written as in [45,46]:[

x − x̂
f1(xt ) − f1(x̂t )

]T [
R1 R2

R
T
2 I

][
x − x̂

f1(xt ) − f1(x̂t )

]
≤ 0 (75)

[
θ − θ̂

f2(xt , θ ) − f2(x̂t , θ̂ )

]T [
Q 1 Q 2

Q
T
2 I

][
θ − θ̂

f2(xt , θ ) − f2(x̂t , θ̂ )

]
≤ 0 (76)

where

R1 =
RT
1R2 + RT

2R1

2
; R2 = −

RT
1 + RT

2

2
(77)

Q 1 =
Q T
1 Q2 + Q T

2 Q1

2
; Q 2 = −

Q T
1 + Q T

2

2
(78)

For choosing the sectors, the following conditions should be
satisfied for all x̂ ∈ Ω:

AT (x̂t )A(x̂t ) ≤ R1; −AT (x̂t ) ≤ R2 (79)

f T (x̂t )f (x̂t ) ≤ Q 1; −f T (x̂t ) ≤ Q 2 (80)
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Considering the sector conditions (75), (76) and assumptions (79),
(80), two LMIs (19) are written as follows:[

Ξi Pi
( 1

ε1
I +

1
ε2
BBT

)( 1
ε1
I +

1
ε2
BBT

)
Pi −

( 1
ε1
I +

1
ε2
BBT

)] ≤ 0

ϕ1 − ϕ2

∆k
+ αϕi ≤ 0 (81)

where i = 1, 2 and

Ξi = AT (x̂t )Pi + PiA(x̂t ) +
P1 − P2

∆k
− αPi (82)

Proof. Eq. (41) is written as:

xT ÃT Ãx =
(
f1(xt ) − f1(x̂t ) − A(x̂t )e

)T (f1(xt ) − f1(x̂t ) − A(x̂t )e
)

=

[
e

f1(xt ) − f1(x̂t )

]T [
AT (x̂t )A(x̂t ) −AT (x̂t )

−A(x̂t ) I

]
×

[
e

f1(xt ) − f1(x̂t )

]
≤ 0 (83)

According to assumptions (75) and (79), xT ÃT Ãx ≤ 0 is achieved.
In the same way, (46) is written as:

θ T f̃ T f̃ θ =
(
f2(xt , θ ) − f2(x̂t , θ̂ ) − f (x̂t )θ̃

)T
×

(
f2(xt , θ ) − f2(x̂t , θ̂ ) − f (x̂t )θ̃

)
=

[
θ̃

f2(xt , θ ) − f2(x̂t , θ̂ )

]T [
f T (x̂t )f (x̂t ) −f T (x̂t )

−f (x̂t ) I

]
×

[
θ̃

f2(xt , θ ) − f2(x̂t , θ̂ )

]
≤ 0 (84)

According to assumptions (76) and (80), θ T f̃ T f̃ θ ≤ 0 is achieved.
Continuing the proof of Theorem 5, the LMIs (81) are obtained.
As it is mentioned, the sector bounded conditions make less-
conservative sufficient conditions in comparison to Lipschitz con-
ditions and the LMIs (81) with more likely feasibility than (19).

Algorithm 1. The following procedure is presented to design the
proposed ASDIO.

(a) Choose design parameters α, σ , γ , ε1 and ε2 by consid-
ering (21), (63), and the convergence rate of the states,
respectively.

(b) Calculate the matrix-values A(x̂t ), f (x̂t ) and then solve LMIs
(19) (or (81)) and LMI (20) to find the values of P , ϕ, F1 and
F2.

(c) Solve PB = CT
h H

T to find H .

Three steps should be implemented every sample time. MAT-
LAB LMI toolbox is very efficiency to calculate the proposed
LMIs.

In [18,47–51], the different stability methods are presented for
linear or nonlinear stochastic impulsive systems and delayed im-
pulsive dynamics are considered in [49–51]. The proposed ASDIO
can be applied for the state estimation of stochastic nonlinear
time-delay systems. A stochastic impulsive system is defined as:

dx(t) = fc
(
t, x(t)

)
dt + Γ gB

(
t, x(t)

)
dBB(t), t ̸= tk

x(t+k ) = x(tk) + fi
(
x(tk)

)
, t = tk (85)

in which, Γ ∈ Rn is a constant vector, gB : R+
× Rn

→ R1×l,
fc : R+

× Rn
→ Rn and fi : Rn

→ Rn are nonlinear and continuous
functions with gB(t, 0) = 0, fc(t, 0) = 0 and fi(0) = 0 for all
times thus, the trivial solution of the system (85) is x = 0. A
complete probability space

(
Ω,F, {Ft}t≥0, P

)
contains BB(t) =

[
BB1 (t), BB2 (t), . . . , BBl (t)

]T l-dimensional Brownian motion with
a natural filtration {Ft}t≥0 and probability measure P observing
ordinary conditions (i.e. right continuousness and all P-null sets
for F0). The stochastic impulsive dynamic comparison system is
defined as (8) with considering ν

(
t+0

)
= E

(
V (t0, x0)

)
, where E is

the expectation operator [18,47,48].

Definition 4 ([47,48]). The stochastic impulsive dynamics’ trivial
solution is stable for any ε > 0, regarding δ = δ(t0, ε) > 0 in
such a way that E

(
∥x∥

)
≤ ε points E

(
∥x0∥

)
≤ δ for all t ≥ t0.

Definition 5 ([47,48]). The stochastic impulsive dynamics’ trivial
solution is asymptotically stable in cases of holding Definition
4 and regarding δ = δ(t0) > 0 so that E

(
∥x0∥

)
≤ δ points

lim
t→∞

E
(
∥x∥

)
= 0.

Definition 6 ([47,48]). If Definition 1 holds, The diffusion operator
L is illustrated as:

LW (t, x) =Wt (t, x) + Wx(t, x)fc(t, x)

+
1
2
trace

(
gT
B (t, x)Γ

TWx2 (t, x)Γ gB(t, x)
)

(86)

where Wt (t, x) =
∂W (t,x)

∂t , Wx(t, x) =

[
∂W (t,x)

∂x1
,

∂W (t,x)
∂x2

, . . . ,
∂W (t,x)

∂xn

]
,

Wx2 (t, x) =

[
∂2W (t,x)
∂xi∂xj

]
n×n

.

Theorem 6 ([48,49]). Assume that Lyapunov candidate satisfies Def-
inition 1, the continuous gc : R+

× R+
→ R observes Definition 1.a

and gi : R+
→ R+ has no decreasing trend thereby to ensure the

subsequent terms:

(a) E
(
gc

(
t,W (t, x)

))
≤ gc

(
t, E

(
W (t, x)

))
while b

(
E
(
∥x∥

))
≤

E
(
W (t, x)

)
≤ a

(
E
(
∥x∥

))
where a, b ∈ κ .

(b) E
(
LW (t, x)

)
≤ E

(
gc

(
t,W (t, x)

))
for t ̸= tk.

(c) There exist ρ0 > 0 and ρ1 > 0 such that E
(
∥x(tk)∥

)
∈ Sρ0

implies E
(
∥x(t+k )∥ ∈

)
Sρ1 for all k.

(d) E
(
W (tk, x(t+k ))

)
≤ gi

(
E
(
W (tk, x(tk))

))
.

Then, the stability properties of the trivial solution of the comparison
system (8) correspondingly conform with those of the stochastic
impulsive system (85) regarding ν(t+0 ) = E

(
V (t0, x0)

)
.

Corollary 2 ([48,49]). Assume that the terms of Theorem 6 are
ensured then, the asymptotically stable origin of (85) is regarded
though observance of the conditions of Corollary 1.

The stochastic nonlinear time-delay dynamic in extended pseudo-
linearization form is illustrated as:

dx(t) =

(
A(xt )x(t) + Bf (xt )θ (t)

)
dt + Γ gB(t, x)dBB(t) (87)

The adaptive state-dependent impulsive observer (17) and (18)
are used for the stochastic nonlinear time-delay system (87) where
the states and parameters impulses gain matrices F1 and F2 are
calculated by Theorem 7.

Assumption 4. The following condition is ensured for all t and x:

gT
B (t, x)

 ≤ KgB (88)

where KgB ∈ R+.
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Theorem 7. The state estimation error e(t), as well as the param-
eter estimation error θ̃ (t), of the presented ASDIO for the stochastic
nonlinear time-delay systems converge to zero asymptotically by the
observance of the subsequent conditions:[

Ξi 2Pi
( 1

ε1
I +

1
ε2
BBT

)( 1
ε1
I +

1
ε2
BBT

)
2Pi −2

( 1
ε1
I +

1
ε2
BBT

)] ≤ 0[ ϕ1−ϕ2
∆k − αϕi f T (x̂t )
f (x̂t ) −

1
4ε2

I

]
≤ 0

(
K 2
gB − α

)
Pi +

P1 − P2
∆k

≤ 0 (89)

P2 ≤ σP1 (90)

where

Ξi = 2
(
AT (x̂t )Pi + PiA(x̂t )

)
+ 4ε1AT (x̂t )A(x̂t )

+ 4
(
ε1K 2

f1 + ε2K 2
f2

)
I +

P1 − P2
∆k

− αPi (91)

i = 1, 2 and the other conditions of Theorem 5 are hold.

Proof. The dynamic of the state estimation error for t ̸= tk is
rewritten as:

de(t) =

(
A(x̂t )e(t)+Ãx(t)+Bf (x̂t )θ̃ (t)+Bf̃ θ (t)

)
dt+Γ gB(t, x)dBB(t)

(92)

The second term of (30) and the dynamic and jump of the param-
eter estimation error in (31) are hold. The augmented stochastic
system is demonstrated as:

dxaug (t) =

[
A(x̂t )e(t) + Ãx(t) + Bf (x̂t )θ̃ (t) + Bf̃ θ (t)

−ϕ−1(t)f T (x̂t )H(t)Che(t)

]
dt

+

[
Γ gB(t, x)

0

]
dBB(t) (93)

where xaug =
[
eT , θ̃ T

]T . The jump equation is similar to (58). The
new Lyapunov candidate is considered as:

V (t, xaug ) = xTaug (t)M(t)xaug (t) + Γ TPΓ (94)

The L-operator of Lyapunov candidate is calculated as:

LV (t, e, θ̃ ) = eT
{
2
(
AT (x̂t )P + PA(x̂t )

)}
e + 2xT ÃTPe + 2eTPÃx

+2θ T f̃ TBTPe + 2eTPBf̃ θ

+ eT
P1 − P2

∆k
e + θ̃ T ϕ1 − ϕ2

∆k
θ̃ + Γ T P1 − P2

∆k
Γ

+eTPBf (x̂t )θ̃ + θ̃ T f T (x̂t )BTPe
− eTCT

h H
T f (x̂t )θ̃ − θ̃ T f T (x̂t )HChe

+trace
(
gT
B (t, x)Γ

TPΓ gB(t, x)
)

(95)

Considering condition (28):

LV (t, e, θ̃ ) = eT
{
2
(
AT (x̂t )P + PA(x̂t )

)}
e + 2xT ÃTPe + 2eTPÃx

+2θ T f̃ TBTPe + 2eTPBf̃ θ

+ eT
P1 − P2

∆k
e + θ̃ T ϕ1 − ϕ2

∆k
θ̃ + Γ T P1 − P2

∆k
Γ

+trace
(
gT
B (t, x)Γ

TPΓ gB(t, x)
)

(96)

According to Lemma 1 and the routine that is done in (39) to (48),
(96) is rewritten as:

LV (t, e, θ̃ ) ≤ eT
{
2
(
AT (x̂t )P + PA(x̂t )

)
+ 4ε1AT (x̂t )A(x̂t )

+4
(
ε1K 2

f1 + ε2K 2
f2

)
I +

2
ε1

P2
+

2
ε2

PBBTP +
P1 − P2

∆k

}
e

θ̃ T
{ϕ1 − ϕ2

∆k
+ 4ε2f T (x̂t )f (x̂t )

}
θ̃ + Γ T P1 − P2

∆k
Γ

+trace
(
gT
B (t, x)Γ

TPΓ gB(t, x)
)

(97)

For two vectors x, y ∈ Rn, the equality trace
(
yxT

)
= yT x is

ensured. Thus,

LV (t, e, θ̃ ) ≤ eT
{
2
(
AT (x̂t )P + PA(x̂t )

)
+ 4ε1AT (x̂t )A(x̂t )

+4
(
ε1K 2

f1 + ε2K 2
f2

)
I +

2
ε1

P2
+

2
ε2

PBBTP +
P1 − P2

∆k

}
e

θ̃ T
{ϕ1 − ϕ2

∆k
+ 4ε2f T (x̂t )f (x̂t )

}
θ̃ + Γ T P1 − P2

∆k
Γ

+gB(t, x)gT
B (t, x)Γ

TPΓ (98)

Considering Assumption 4, and adding and subtracting the right
side of (98) with αV (t, e, θ̃ ), (98) is rewritten as:

LV (t, e, θ̃ ) ≤ eT
{
2
(
AT (x̂t )P + PA(x̂t )

)
+ 4ε1AT (x̂t )A(x̂t )

+4
(
ε1K 2

f1 + ε2K 2
f2

)
I +

2
ε1

P2
+

2
ε2

PBBTP +
P1 − P2

∆k

− αP
}
e + θ̃ T

{ϕ1 − ϕ2

∆k
+ 4ε2f T (x̂t )f (x̂t ) − αϕ

}
θ̃

+Γ T
{P1 − P2

∆k
+ K 2

gBP − αP
}
Γ + αV (t, e, θ̃ ) (99)

The L-operator of Lyapunov candidate is obtained as:

LV (t, e, θ̃ ) ≤ eTΣ1e + θ̃ TΣ2θ̃ + Γ TΣ3Γ + αV (t, e, θ̃ ) (100)

where

Σ1 = 2
(
AT (x̂t )P + PA(x̂t )

)
+ 4ε1AT (x̂t )A(x̂t )

+4
(
ε1K 2

f1 + ε2K 2
f2

)
I +

2
ε1

P2
+

2
ε2

PBBTP +
P1 − P2

∆k
− αP

Σ2 =
ϕ1 − ϕ2

∆k
+ 4ε2f T (x̂t )f (x̂t ) − αϕ

Σ3 =
P1 − P2

∆k
+ K 2

gBP − αP (101)

Satisfying the LMIs of (89) with regard to the same procedure of
Theorem 5, Σi ≤ 0; i = 1 : 3 is concluded thus,

LV (t, e, θ̃ ) ≤ αV (t, e, θ̃ ) ⇒ E
(
LV (t, e, θ̃ )

)
≤ E

(
αV (t, e, θ̃ )

)
(102)

Lyapunov candidate in t = tk is:

V
(
t+k , e(t+k ), θ̃ (t+k )

)
= xTaug (tk)

(
I − FCh(x̂t )

)T
M2

(
I − FCh(x̂t )

)
xaug (tk) + Γ TP2Γ (103)

Thus, considering LMI (20) and new condition (90) leads to
V
(
t+k , e(t+k ), θ̃ (t+k )

)
≤ σV

(
tk, e(tk), θ̃ (tk)

)
then,

E
(
V
(
t+k , xaug (t+k )

))
≤ σE

(
V
(
tk, xaug (tk)

))
(104)

According to Theorem 6 and Corollary 2, the stability properties of
the trivial equilibrium of the comparison system correspondingly
conform with those of the proposed ASDIO. Thus, the asymp-
totically stable origin of ASDIO is regarded under the presented
conditions through Theorem 7.

5. Simulation results

Prevalence of contagious diseases has always been amongst
the most significant challenges in human societies that must
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Fig. 1. Transmission diagram of the SIR model.

be prevented. One of the most dangerous infectious diseases
is Ebola Virus Disease (EVD) or Congo Ebola. Based on the re-
port presented by the centers for disease control and prevention
(CDC), the EVD has spread West Africa rapidly and the result was
so deadly. The EVD virus is recognized as the most fatal virus
among deadly viruses, with a case fatality rate of between 25
to 90% in the former prevalence [52]. Symptoms of Ebola virus
disease comprise sudden onset of fever, sore throat, headache,
weakness, diarrhea, and vomiting. If the disease became severe,
it may bring internal and external bleeding and cause multiple
organ failure. The virus is transmitted from an infected person
to healthy humans through close physical striking with blood or
other body fluids or indirect touch with contaminated objects
and surfaces. EVD may be transmitted even from dead patients
as long as their blood contains the virus [52]. To prevent the
prevalence of contagious diseases, the disease can be identified
and treated through modeling as an important step. In this re-
spect, epidemic diseases can be effectively modeled using the
Susceptible–Infected–Recovered (SIR). Several models of SIR have
been presented and developed for infectious diseases. In primary
models, the total population size is assumed constant and the
effect of delay is not considered [53,54]. In [53,54], density-
dependent birth and death rates are assumed with the aim of the
model investigation on disease dynamics with more demographic
implications. In addition, the incubation time is also considered
for this practical model as a time needed for the development of
the infectious agents within the vector. So, this model is defined
as an epidemic SIR model having time-delay. The transmission
diagram of the presented model is depicted in Fig. 1.

The epidemic SIR nonlinear model with time-delay is defined
as [53,54]:

dS(t)
dt

= −

(
d + (1 − µ)

rN(t)
K

)
S(t) −

βS(t)I(t − τ )
N(t − τ )

+

(
b − µ

rN(t)
K

)
N(t)

dI(t)
dt

= −

(
d + (1 − µ)

rN(t)
K

+ λ

)
I(t) +

βS(t)I(t − τ )
N(t − τ )

dR(t)
dt

= −

(
d + (1 − µ)

rN(t)
K

)
R(t) + λI(t) (105)

where S, I and R represent susceptible, infected and recovered
individuals, respectively. The count of the whole population is
N = S + I + R. d, λ, b and β are the mortality, recovery, birth
and contact rates, and are positive constants, respectively. µ and
K stand for convex combination constant and the population’s
carrying capacity, respectively. r = b − d is the intrinsic growth
rate. As well, constant τ is non-negative representing the time-
delay on the whole population N and infected persons I during
the spread of illness. The state R is the measured output, so
Ch = [0, 0, 1]. The Congo Ebola also shows some parameters the
values of which are summarized in Table 1 [54]. Assume that
the birth and recovery rates are unknown, so θ = [λ, b]T is an

unknown parameter vector. For designing the proposed ASDIO,
the subsequent form is presented as a member of the enormous
extended pseudo-linearization parameterizations of (105):

A(xt ) =

⎡⎢⎢⎢⎢⎣
s1 −µ

rN(t)
K −µ

rN(t)
K

βI(t−τ )
N(t−τ ) − (1 − µ) rI(t)K −

(
d + (1 − µ) rI(t)K

)
−(1 − µ) rI(t)K

0 0 −

(
d + (1 − µ) rN(t)

K

)
⎤⎥⎥⎥⎥⎦

B =

⎡⎣ 0 1 0
−1 0 0
1 0 0

⎤⎦ , f (xt ) =

⎡⎣I(t) 0
0 N(t)
0 0

⎤⎦ (106)

where

s1 = −

(
d + (1 − µ)

rN(t)
K

)
−

βI(t − τ )
N(t − τ )

− µ
rN(t)
K

The state-dependent observability matrix for the proposed
extended pseudo-linearization form would be calculated as:

Φo(x̂t ) =

⎡⎢⎣
0 0 1
0 λ ∗

λ

(
β Î(t−τ )
N̂(t−τ )

− (1 − µ) r Î(t)K

)
∗ ∗

⎤⎥⎦ (107)

⏐⏐Φo(x̂t )
⏐⏐ = −λ2

(
β Î(t − τ )

N̂(t − τ )
− (1 − µ)

r Î(t)
K

)
(108)

where * specifies uncalculated elements. This matrix is full rank
because its determinant is always non-zero due to the value of
the parameter in Table 1.

Remark 9. As mentioned in the introduction section, one of the
advantages of the proposed observer is that the ASDIO could be
used for some nonlinear systems with diverse time-delays using
the extended pseudo-linearization approach. Previous researches
in the field of designing an observer investigated a specific set
of delayed nonlinear systems. Mostly, the considered system has
four distinct parts including linear and nonlinear sections, as well
as linear and nonlinear parts with delays [25,26]. However, there
are some systems that are not formulated in this form. To prove
this claim, the proposed ASDIO is simulated on the epidemic
SIR nonlinear model containing a time-delay for the fatal Congo
Ebola disease. [25,26] investigated an observer outline for a group
of nonlinear systems with time-delay, but Congo Ebola disease
cannot be presented in a special class with two distinct linear and
nonlinear portions without any delay. [25] defines a nonlinear
time-delay system as follows:

ẋ(t) = A0x(t) + A1x(t − τ (t)) + G0f0
(
H0x(t)

)
+ G1f1

(
H1x(t − τ (t))

)
(109)

where the constant matrices of A0, A1,G0,H0,G1 and H1 have
compatible dimensions while using nonlinear functions of f0, f1
and τ as the time-delay. The delay is departed in two linear
and nonlinear sections. But, Congo Ebola disease model that is
presented in (105) cannot be formulated as (109). Because the
sentence S(t)I(t−τ )

N(t−τ ) cannot be separated into linear without delay
and nonlinear with delay or vice versa. The nonlinear time-delay
system is remarked in the same form as in [26]. Therefore, as we
claimed, the proposed ASDIO can be used in a vast set of delayed
nonlinear systems.

By implementation of Algorithm 1, the intended ASDIO is
simulated on Congo Ebola disease. Fig. 2 illustrates the real and
estimated susceptible individuals using the ASDIO. The estimated
state follows real state, although the output is feasible only once
in every five samples. The jump value of the estimated susceptible
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Table 1
Parameters of Congo Ebola disease [54].
Parameter Value Parameter Value

µ 0.014 day−1 b 0.07 day−1

d 0.0123 day−1 β 0.21 day−1

λ 0.0476 day−1 τ 10 day
K 10900

Fig. 2. Real and estimated susceptible individual.

individual is also demonstrated in Fig. 3. In impulse times, the
output is available and the ASDIO updates the states. So, over
time, the amplitude of the impulses is decreasing and the esti-
mated state converges to the real one. Figs. 4 and 5 show the
convergence of the estimated infected individual to the real one
and its jumps in impulse times. The estimated and real recovered
individual are shown in Fig. 6 and its jumps in impulse times
are presented in Fig. 7. Fig. 8 shows the real and estimation of
the total population are plotted and Fig. 9 presents the estimated
total population jumps in impulse times. In Figs. 10 and 11, real
and estimated unknown parameters (recovery and birth rates)
are plotted. For the number of almost 100 samples, the estimated
parameters would converge to the real value.

6. Conclusion

In the present paper, a novel adaptive state-dependent impul-
sive observer is introduced to be used in uncertain nonlinear dy-
namics containing time-delay accompanied by extended pseudo-
linearization technique. This intended ASDIO determines both
system states as well as unknown parameters, continuously. One
of the advantages of the proposed ASDIO is the applicability of the
SDIO in a vast group of uncertain nonlinear time-delay dynamical
networks with several types of delays using the extended pseudo-
linearization technique. Furthermore, by utilizing the extended
pseudo-linearization approach, the delay-independent Lyapunov
function employed for the stability analysis that made the ob-
server design routine easier. A further advantage of the ASDIO
is the estimated state and parameter errors asymptotically con-
verge to zero under well-defined adequate conditions obtained
in terms of feasible LMIs. The stability theorem was presented
by comparing the system theory and its corollaries, which led
to less conservative adequate conditions to preserve the asymp-
totic stability of the proposed ASDIO. Moreover, the maximum
time interval of impulses was presented. Moreover, a new the-
orem is presented which applies ASDIO for stochastic nonlinear
time-delay dynamics. The comparison principle for stochastic
impulsive systems is utilized for the stability analysis. Therefore,
the efficiency and performance of the proposed ASDIO have been
confirmed based on the results of simulating an epidemic SIR
uncertain nonlinear time-delay model for Congo Ebola.

Fig. 3. Jump of estimated susceptible individual in impulse times.

Fig. 4. Real and estimated infected individual.

Fig. 5. Jump of estimated infected individual in impulse times.

Fig. 6. Real and estimated recovered individual.
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Fig. 7. Jump of estimated recovered individual in impulse times.

Fig. 8. Real and estimated total population.

Fig. 9. Jump of estimated total population in impulse times.

Fig. 10. Real and estimated recovery rate.

Appendix

For any vector z ∈ Rn, the Euclidean norm is defined as ∥z∥ =√
z21 + z22 + · · · + z2n and ∥z∥ ≥ 0 so:

∥z1 − z2∥2
= (z11 − z21)2 + (z12 − z22)2 + · · · + (z1n − z2n)2

= z211 − 2z11z21 + z221 + · · · + z21n − 2z1nz2n + z22n
=

(
z211 + · · · + z21n

)
− 2

(
z11z21 + · · · + z1nz2n

)

Fig. 11. Real and estimated birth rate.

+

(
z221 + · · · + z22n

)
= ∥z1∥2

+ ∥z2∥2
− 2zT1 z2 (110)

In the same way following result is achieved:

∥z1 + z2∥2
= ∥z1∥2

+ ∥z2∥2
+ 2zT1 z2 (111)

Adding (110) and (111):

∥z1 + z2∥2
+ ∥z1 − z2∥2

= ∥z1∥2
+ ∥z2∥2

+ 2zT1 z2 + ∥z1∥2

+ ∥z2∥2
− 2zT1 z2 = 2∥z1∥2

+ 2∥z2∥2 (112)

Considering ∥z1 + z2∥ ≥ 0 so it is concluded:

∥z1 − z2∥2
≤ 2∥z1∥2

+ 2∥z2∥2 (113)

References

[1] Lakshmikantham V, Bainov DD, Simeonov PS. Theory of impulsive
differential equations. Singapore: World Scientific; 1989.

[2] Chen WH, Li DX, Lu X. Impulsive functional observers for linear systems.
Control Autom Syst 2011;9(5):987–92.

[3] Etienne L, Khaled Y, Gennaro SD, Barbot JP. Asynchronous event-triggered
observation and control of linear systems via impulsive observers. J
Franklin Inst B 2017;352(1):372–91.

[4] Chen WH, Yang W, Lu X. Impulsive observer-based stabilization of
uncertain linear systems. IET Control Theory Appl 2014;8(3):149–59.

[5] Mazenc F, Dinh TN. Construction of interval observers for continuous-time
systems with discrete measurement. Automatica 2014;50(10):2555–60.

[6] Raff T, Allogower F. Observers with impulsive dynamical behavior for
linear and nonlinear continuous-time systems. IEEE Conf Decision Control
2007;4287–92.

[7] Farza M, Msaad M, Fall ML, Pigeon E, Gehan O, Busawn K. Continuous-
discrete time observers for a class of MIMO nonlinear systems. IEEE Trans
Automat Control 2014;59(4):1060–5.

[8] Sofiane AA. Sampled data observer based inter-sample output predictor
for electro-hydraulic actuators. ISA Trans 2015;58:421–33.

[9] Ahmed-Ali T, Burlion L, Lagrrigue FL, Hann C. A sampled-data ob-
server with time-varying gain for a class of nonlinear systems with
sampled-measurements. IEEE Conf Decision Control 2014;316–21.

[10] Ayati M, Salmasi FR. Fault detection and approximation for a class of linear
impulsive systems using sliding-mode observers. Internat J Adapt Control
Signal Process 2015;29(11):1427–41.

[11] Etienne L, Gennaro SD. Event-triggered observation of nonlinear lipschitz
systems via impulsive observers. IFAC-PapersOnLine 2016;49(18):666–71.

[12] Mazenc F, Andrieu V, Malisoff M. Design of continuous-discrete observer
for time-varying nonlinear systems. Automatica 2015;57:135–44.

[13] Zhang J, Zhu F, Zhao X, Wang F. Robust impulsive reset observers of a
class switched nonlinear systems with unknown inputs. J Franklin Inst B
2017;354(7):2924–43.

[14] Bouraoui I, Farza M, Menar T, Abdennour RB, M.S.aad M, Mosrati H.
Observer design for a class of uncertain nonlinear systems with sam-
ples output-application to the estimation of kinetic rates in bioreactors.
Automatica 2015;55:78–87.

[15] Stamova I, Henderson J. Practical stability analysis of fractional-order
impulsive control systems. ISA Trans 2016;64:77–85.

[16] Ayati M, Khaloozadeh H. Practical implementation of adaptive impulsive
observer based chaotic synchronization scheme. Int Conf Syst Sci Eng
2011;367–72.

Downloaded from http://iranpaper.ir
http://www.itrans24.com/landing1.html

http://refhub.elsevier.com/S0019-0578(19)30380-5/sb1
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb1
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb1
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb2
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb2
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb2
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb3
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb3
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb3
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb3
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb3
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb4
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb4
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb4
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb5
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb5
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb5
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb6
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb6
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb6
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb6
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb6
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb7
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb7
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb7
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb7
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb7
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb8
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb8
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb8
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb9
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb9
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb9
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb9
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb9
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb10
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb10
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb10
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb10
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb10
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb11
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb11
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb11
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb12
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb12
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb12
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb13
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb13
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb13
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb13
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb13
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb14
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb14
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb14
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb14
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb14
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb14
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb14
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb15
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb15
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb15
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb16
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb16
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb16
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb16
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb16


Please cite this article as: N. Kalamian, H. Khaloozadeh and S.M. Ayati, Adaptive state-dependent impulsive observer design for nonlinear deterministic and stochastic
dynamics with time-delays. ISA Transactions (2019), https://doi.org/10.1016/j.isatra.2019.08.034.

14 N. Kalamian, H. Khaloozadeh and S.M. Ayati / ISA Transactions xxx (xxxx) xxx

[17] Ayati M, Khaloozadeh H. Designing a novel adaptive impulsive observer
for nonlinear continuous systems using LMIs. IEEE Trans Circuits Syst
2012;59(1):179–87.

[18] Ayati M, Alwan M, Liu X, Khaloozadeh H. State estimation of stochastic
impulsive system via stochastic adaptive impulsive observer. Asian J
Control 2015;18(2):514–26.

[19] Chen WH, Lu X. Comments on designing a novel adaptive impulsive
observer for nonlinear continuous systems using LMIs. IEEE Trans Circuits
Syst I 2013;60(4):1094–6.

[20] Chen WH, Yang W, Zheng WX. Adaptive impulsive observers for nonlinear
systems revisited. Automatica 2015;61:232–40.

[21] Farza M, Bouraoui I, Menar T, Abdennour RB, M.S.aad M. Adaptive
observers for a class uniformly observable systems with nonlinear
parameterization and sampled outputs. Automatica 2014;50(11):2951–60.

[22] Ren H, Zong G, Hou L, Yang Y. Finite-time resilient decentralized control for
interconnected impulsive switched systems with neutral delay. ISA Trans
2017;67:19–29.

[23] Zheng S. Stability of uncertain impulsive complex-variable chaotic systems
with time-varying delays. ISA Trans 2015;58:20–6.

[24] Kader K, Zheng G, Barbot JP. Impulsive observer design for linear systems
with delayed outputs. IFAC PaperOnLine 2017;51(1):1263–8.

[25] Chen WH, Li DX, Lu X. Impulsive observers with variable update
intervals for lipschitz nonlinear time-delay systems. Systems Science
2013;44(10):1934–47.

[26] Li X, Xiang Z. Observer design of discrete-time impulsive switched
nonlinear systems with time-varying delays. Appl Math Comput
2014;229:327–39.

[27] Kalamian N, Khaloozadeh H, Ayati M. State-dependent impulsive observer
design for nonlinear time-delay systems. Int Conf Control Instrument
Autom 2017;183–8.

[28] Kalamian N, Khaloozadeh H, Ayati M. Design of adaptive state-dependent
impulsive observer for nonlinear time-delay systems. Int Conf Electr Eng
2019;885–90.

[29] Lakshmikantham V, Leela S, Kaul S. Comparison principle for impulsive
differential equations with variable times and stability theory. Nonlinear
Anal Theory Method Appl 1994;22(4):499–503.

[30] Sun JT, Zhang YP. Stability analysis of impulsive control systems. IEE
Control Theory Appl 2003;150(4):331–4.

[31] Li C, Ma F, Feng G. Hybrid impulsive and switching time-delay systems.
ET Control Theory Appl 2009;3(11):1487–98.

[32] Liu X, Zhang K. Impulsive control for stabilisation of discrete delay systems
and synchronisation of discrete delay dynamical networks. IET Control
Theory Appl 2014;8(13):1185.

[33] Ellouze I, Hammami MA, Vivalda JC. A separation principle for linear
impulsive systems. Eur J Control 2014;20(3):105–10.

[34] Cimen T. State-dependent Riccati equation (SDRE) control: A survey. IFAC
Proc Vol 2008;41(2):3761–75.

[35] Cimen T. Systematic and effective design of nonlinear feedback controllers
via the state-dependent Riccati equation (SDRE) method. Annu Rev Control
2010;34(1):32–51.

[36] Cimen T. Survey of state-dependent riccati equation in nonlinear optimal
feedback control synthesis. J Guid Control Dyn 2012;35(4):1025–47.

[37] Batmani Y, Khaloozadeh H. On the design of observer for nonlinear
time-delay systems. Asian J Control 2014;16(4):1191–201.

[38] Cimen T, Banks SP. Nonlinear optimal tracking control with application to
super-tankers for autopilot design. Automatica 2004;40(11):1845–63.

[39] Batmani Y, Davoodi M, Meskin N. Nonlinear suboptimal tracking con-
troller design using state-dependent riccati equation technique. IEEE Trans
Control Syst Technol 2017;25(5):1833–9.

[40] Batmani Y. Blood glucose concentration control for type 1 di-
abetic patients: a non-linear suboptimal approach. IET Syst Biol
2017;11(4):119–25.

[41] Batmani Y, Khaloozadeh H. On the design of suboptimal sliding man-
ifold for a class of nonlinear uncertain time-delay systems. Syst Sci
2016;47(11):2543–52.

[42] Batmani Y, Khaloozadeh H. On the design of human immunodeficiency
virus treatment based on a non-linear time-delay model. IET Syst Biol
2014;8(1):13–21.

[43] Zong G, Xu S, Wu Y. Robust H∞ stabilization for uncertain switched
impulsive control systems with state delays: An LMI approach. Nonlinear
Anal Hybrid Syst 2008;2(4):1287–300.

[44] Khalil HK. Nonlinear systems. Upper Saddle River, NJ: Prentice-Hall; 1996.
[45] Wang Z, Li Y, Liu X. H∞ filtering for uncertain stochastic time-delay

systems with sector-bounded nonlinearities. Automatica 2008;44(5):1268–
77.

[46] Lin X, Li X, Li S, Zou Y. Finite-time boundedness for switched systems with
sector bounded nonlinearity and constant time delay. Appl Math Comput
2016;274:25–40.

[47] Liu B. Stability of solutions for stochastic impulsive systems via comparison
approach. IEEE Trans Automat Control 2008;53(9):2128–33.

[48] Xu H, Zhou G, Caccetta L, Teo KL. Uniform stability of stochastic impulsive
systems: a new comparison method. Dyn Contin Discrete Impuls Syst Ser
B Appl Alg 2015;22(1):43–52.

[49] Cheng P, Yao F, Hua M. Stability analysis of impulsive stochastic functional
differential equations with delayed impulses via comparison principle and
impulsive delay differential inequality. Abstr Appl Anal 2014;1–9.

[50] Wu Y. Stability of stochastic differential delay systems with delayed
impulses. Abstr Appl Anal 2014;1–9.

[51] Wu X, Yan L, Zhang W, Chen L. Exponential stability of impulsive stochastic
delay differential systems. Discrete Dyn Nat Soc 2012;1–15.

[52] Vuyuktahtajin IE, des Bordes E, Kibis EY. A new epidemics-logistics model:
insights into controlling the Ebola virus disease in West Africa. European
J Oper Res 2018;265(3):1046–63.

[53] Yoshida N, Hara T. Global stability of a delayed SIR epidemic model
with density dependent birth and death rates. Comput Appl Math
2007;201(2):339–47.

[54] Zaman G, Kang YH, Jung IH. Optimal treatment of an SIR epidemic model
with time delay. Biosystems 2009;98(1):43–50.

Downloaded from http://iranpaper.ir
http://www.itrans24.com/landing1.html

http://refhub.elsevier.com/S0019-0578(19)30380-5/sb17
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb17
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb17
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb17
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb17
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb18
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb18
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb18
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb18
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb18
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb19
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb19
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb19
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb19
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb19
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb20
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb20
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb20
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb21
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb21
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb21
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb21
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb21
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb22
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb22
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb22
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb22
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb22
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb23
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb23
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb23
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb24
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb24
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb24
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb25
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb25
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb25
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb25
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb25
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb26
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb26
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb26
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb26
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb26
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb27
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb27
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb27
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb27
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb27
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb28
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb28
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb28
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb28
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb28
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb29
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb29
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb29
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb29
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb29
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb30
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb30
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb30
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb31
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb31
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb31
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb32
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb32
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb32
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb32
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb32
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb33
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb33
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb33
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb34
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb34
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb34
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb35
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb35
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb35
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb35
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb35
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb36
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb36
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb36
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb37
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb37
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb37
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb38
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb38
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb38
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb39
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb39
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb39
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb39
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb39
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb40
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb40
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb40
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb40
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb40
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb41
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb41
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb41
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb41
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb41
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb42
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb42
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb42
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb42
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb42
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb43
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb43
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb43
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb43
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb43
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb44
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb45
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb45
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb45
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb45
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb45
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb46
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb46
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb46
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb46
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb46
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb47
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb47
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb47
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb48
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb48
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb48
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb48
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb48
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb49
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb49
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb49
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb49
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb49
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb50
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb50
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb50
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb51
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb51
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb51
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb52
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb52
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb52
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb52
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb52
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb53
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb53
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb53
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb53
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb53
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb54
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb54
http://refhub.elsevier.com/S0019-0578(19)30380-5/sb54

	Adaptive state-dependent impulsive observer design for nonlinear deterministic and stochastic dynamics with time-delays
	Introduction
	Notation

	Extended pseudo-linearization technique
	Comparison system theory
	Adaptive state-dependent impulsive observer design
	System description
	Main results

	Simulation results
	Conclusion
	Declaration of competing interest
	Appendix
	References


